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Abstract

Many real-world systems exhibit velocity-dependent and/or acceleration-dependent

constraints in their mathematical models. If these constraints are non-integrable

then these systems are known as nonholonomic systems. Examples of such non-

holonomic systems include hopping robots, unmanned aerial vehicles (UAVs),

car-like robots, autonomous underwater vehicles (AUVs), surface vessels, verti-

cal take-off and landing systems and many more. These systems are special as,

in general, the stabilization problem of these systems cannot be solved by smooth

(or continuous) static state-feedback and, thus, requires time-varying or discon-

tinuous state-feedback control. In this research, we are considering first-, second-

and higher-order nonholonomic systems that can be transformed into chained or

power form which are canonical representations of these mechanical systems. The

importance of stabilization problem of perturbed nonholonomic systems is further

magnified by the variety of real-world day-to-day applications.

This research presents the solution to the stabilization problems for a selected class

of perturbed first-, second- and higher-order nonholonomic mechanical systems.

The methodologies are based on adaptive integral sliding mode control (AISMC).

For the perturbed nonholonomic system, the original system is transformed into

perturbed chained form. Then this perturbed chained form system is further

transformed into a special structure containing nominal part and some unknown

terms through input transformation. The unknown terms are computed adap-

tively. Later the transformed system is stabilized using integral sliding mode con-

trol (ISMC). The stabilizing controller for the transformed system is constructed

which consists of the nominal control plus some compensator control. The com-

pensator controller and the adaptive laws are derived in such a way that derivative

of a Lyapunov function becomes strictly negative. A similar approach is applied

to the third-order nonholonomic system with a jerk constraint. The validity of

the proposed controllers is ascertained by simulating the perturbed first-, second-

and higher-order nonholonomic systems in MATLAB / SIMULINK. The proposed

control algorithms globally steer the whole system to the origin.
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Chapter 1

Introduction

This chapter begins with a brief overview of nonholonomic systems. The introduc-

tion is followed by research motivation for stabilizing perturbed and higher-order

nonholonomic systems in a canonical form. A summary of major accomplishments

and contributions of the thesis is provided afterwards. The chapter concludes with

an overall layout of the thesis.

1.1 Background

There has been a growing curiosity in designing robust stabilizing control algo-

rithms for nonholonomic systems during the last couple of decades. Based on the

type of constraints on motion, general mechanical systems can be categorized into

holonomic and nonholonomic systems. The word “holonomic” originates from two

Greek words, holos and nomos, that mean “whole” and “law” [1]. In mechanics,

holonomic systems are mechanical systems working under constraints, which limit

the overall configuration of the mechanical system. The basic difference between

a holonomic and nonholonomic constraint (usually provided in form of velocity,

acceleration or higher-order time derivative of acceleration) is that the holonomic

constraint is integrable, whereas the nonholonomic constraint is non-integrable. A

typical example of a holonomic constraint is the fixed length of a simple pendulum;

1



Introduction 2

whereas, the rolling ball and rolling disk without sideslip are classic examples of

systems having nonholonomic constraints [2].

The presence of non-integrable constraints in nonholonomic systems makes the

control problem of these systems much more challenging. Because of the broad

range of applications of nonholonomic systems, much attention has been granted

to designing feedback controllers for such systems. These systems are prevalent

in various industries including transportation, robotics, space exploration, secu-

rity and inspection [3], [4], [5] and [6]. Although this class of nonlinear systems

is controllable; however, this class is not generally stabilizable by continuous/s-

mooth static state feedback as these fail to satisfy Brockett’s necessary condition

[7] for smooth stabilization. As a result, the well-developed methods of smooth

nonlinear control theory are not directly applicable to the control problem of these

mechanical systems. Also, real-world systems often operate alongside input/model

uncertainties and noise disturbances. The effects of these disturbances on the over-

all system dynamics must be considered during the controller design phase since

these uncertainties or disturbances can degrade system performance or may even

cause system instability. Thus, the problem of stabilizing nonholonomic systems

while catering for the input/model uncertainties has become an important area of

research.

Nonholonomic systems can further be classified as first-, second- and higher-order

systems. The first-order systems have position and velocity constraints ϕ (q, q̇) =

0 that cannot be written as ψ (q) = 0 and thus are non-integrable. Wheeled

vehicles and robots are models of first-order nonholonomic systems. The second-

order systems have position, velocity and acceleration constraints ϕ (q, q̇, q̈) = 0

that cannot be written as ψ (q, q̇) = 0, i.e., these are non-integrable constraints.

Space robots, spacecrafts, underwater vehicles, surface vessels and under-actuated

manipulators are real-world examples of nonholonomic models subject to second-

order constraints [8]. Similarly, the higher-order nonholonomic systems specifically

the third-order systems have constraints on positions, velocities, accelerations and

jerk ϕ (q, q̇, q̈,
...
q ) = 0 that cannot be written as ψ (q, q̇, q̈) = 0 thereby meaning

that their constraints are non-integrable. Dynamics represented by the movement
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of a PPR (Prismatic-Prismatic-Revolute) manipulator under a jerk constraint is

an model of a third-order nonholonomic system [9].

In designing control systems, it is always advantageous to first transform the sys-

tem under consideration into some canonical form using input and/or state trans-

formations. Chained form is one of the canonical form introduced in [10]. In [3], it

is shown that nonholonomic systems can be (locally / globally) transformed into

chained form under a suitable coordinate transformation. Many nonholonomic

systems having first-order constraints can be globally or locally transformed into

first-order canonical form. Similarly, the second-order canonical form plays the

same role for the second-order systems as the simple canonical form system [11].

By conversion into the canonical form, the dynamics of the system are substan-

tially simplified and, therefore, it becomes easier to design the control laws.

1.2 Research Motivation and Objectives

Various schemes have been proposed by the researchers to mitigate the stabiliza-

tion problem of low-order nonholonomic systems. The applied methodologies for

low-order nonholonomic systems include open-loop control, time-varying feedback

control, discontinuous control and hybrid control, whereas control problem con-

cerning higher-order nonholonomic systems is yet to be explored. The control

of nonholonomic systems containing disturbances and / or uncertainties pose a

special problem while considering real-world systems. The effect of these distur-

bances on the dynamics should be meticulously studied during the design phase

as these perturbations can degrade the system performance and / or make the

system unstable. For these reasons, the problem of designing control for nonholo-

nomic systems in the presence of input and modelling uncertainties has become a

principal area of research.

The open-loop control methodologies are based on sinusoidal inputs [12], polyno-

mial inputs [13] and piece-wise constant inputs. Although the open-loop approach
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is simple and useful in specific low-order nonholonomic systems, however, it does

not provide a general solution for second- and higher-order nonholonomic systems.

The advantages of periodic and aperiodic time-varying continuous controls are that

the input and state response are smooth and asymptotically converging without

any oscillations. Nonetheless, the major drawback is that the control depends

heavily on tuning the controller parameters specifically relating to initial conditions

of the system. Thus, these time-varying approaches are less favourable as these do

not qualify to be purely state feedback. Furthermore, it was shown in experimental

work in [14] that smooth time-periodic feedback control fails to move mobile-robots

towards a small neighbourhood region of wanted configuration in an acceptable

duration.

In hybrid control, both discrete-time and continuous-time features are used. The

methodology of hybrid control system relies on switching between different contin-

uous time controllers at discrete-time instants. The controller switching instants

may be altered online during the controller operation or may be defined a priori.

Neural networks, fuzzy logic control and probabilistic reasoning based genetic al-

gorithms are being used in the hybrid controllers. The neural networks have some

drawbacks including the difficulty in selecting appropriate networks and slow con-

vergence to the equilibrium point. Similarly, the major drawback of fuzzy logic

control is the difficulty in getting fuzzy rules and membership functions.

Sliding mode control (SMC), proposed in [15], can be utilized to develop dis-

continuous time-invariant feedback laws. These discontinuous time-invariant laws

enforce the system trajectory to slide along a well-designed stable manifold to-

wards the equilibrium. SMC construction has been utilized for a certain class of

higher-dimensional classical and dynamic models of nonholonomic systems [16].

However, the main drawback of SMC that hinders its widespread use is chattering

phenomenon. Another disadvantage of using SMC is that the controller is sensi-

tive to parameter and modelling variations and may cause instability during the

reaching phase.
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In this research, we propose robust stabilizing control algorithms for systems with

first, second and higher-order nonholonomic constraints. Integral sliding mode

control (ISMC) is used to eliminate the reaching phase of SMC. As a consequence,

the robustness of the nonholonomic systems against parameter and modelling un-

certainties can be achieved from initial instant. The main idea of disturbance

rejection through sliding mode is achieved by the discontinuous term in the con-

troller. A low pass filter may also be used to average the discontinuous part so

that the proposed methodology can be easily implemented in real-world mechani-

cal systems without long-term damage to the actuators. ISMC on its own does not

solve the chattering problem; however, it eliminates the reaching phase of SMC.

Thus, the advantage of robustness against parameter and modelling uncertainties

is achieved from the beginning. Also, adaptive control methodology is utilized

along with integral sliding mode (AISMC) to estimate the unknown terms in the

proposed algorithms.

Additionally, to the best of our knowledge, stabilization problem concerning third-

order nonholonomic systems has not been addressed yet. In this research, a third-

order nonholonomic system having a jerk constraint is considered as a prototype

model for higher-order nonholonomic systems. We propose novel stabilizing con-

trol algorithms for third-order nonholonomic systems based on adaptive ISMC.

1.3 Thesis Contributions

The main contributions of this research work include:

1. Feedback stabilization of drift-free systems with nonholonomic constraints

is proposed using two different methodologies. Both the approaches are

based on adaptive integral sliding mode control. The first approach uses Lie

bracket extended system as the nominal system, whereas, the second ap-

proach is based on function approximation technique. Both approaches are

applied to drift-free nonholonomic systems to prove the correctness. After-

wards, the methodologies are proposed for first-order nonholonomic systems
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in chained form. The robust stabilizing control algorithm is implemented on

a bench-mark underwater vehicle example of first-order nonholonomic sys-

tems containing uncertainties. Perturbations (both in input and the system

model in matched form) are added to the original underwater vehicle system

and the results obtained through simulations prove the correctness of the

algorithm.

2. Novel stabilizing algorithms for second-order mechanical nonholonomic sys-

tems in chained form are proposed. The presented methodologies are general

and may be applied to various second-order mechanical systems with non-

holonomic constraints. The first approach uses Lie bracket extended system

and the second approach is based on function approximation technique. The

robustness of the methodologies is proved by applying the algorithms to the

perturbed cases of second-order nonholonomic systems.

3. Stabilizing control is proposed for a higher-order nonholonomic system, specif-

ically the third-order systems with jerk constraint. The algorithm is based

on adaptive ISMC and the results are provided for both unperturbed and

perturbed third-order nonholonomic systems in chained form.

1.4 Thesis Outline

The organization of the thesis is given below:

• Chapter 2 provides an detailed literature review of stabilization problem of

nonholonomic systems.

• Preliminary concepts regarding the nonholonomic systems, various canonical

form representations, some notions of differential geometry, controllability

and stabilizability of nonholonomic systems, perturbation theory and SMC

are presented briefly in chapter 3.
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• Chapter 4 presents feedback stabilization algorithms for drift-free nonholo-

nomic mechanical systems, chained form first-order nonholonomic systems

and perturbed first-order nonholonomic systems.

• Chapter 5 provides a novel approach for the control of chained form second-

order nonholonomic systems (both perturbed and unperturbed cases).

• AISMC based algorithm for chained form higher-order nonholonomic sys-

tems is provided in chapter 6.

• Finally, Chapter 7 contains conclusions of the thesis and some directions for

probable topics of future research and applications.



Chapter 2

Literature Review

The chapter presents an in-depth literature review of control problems for sys-

tems with nonholonomic constraints. Review of applied control strategies for the

stabilization of various nonholonomic systems is also presented in depth.

2.1 Control Problem of Nonholonomic Systems

The problem of controlling systems subject to non-integrable constraints has at-

tracted the attention of the control community since the 80’s. Initial research ac-

tivities were focused on systems with non-integrable kinematic relations..Examples

of these classical or first-order nonholonomic systems include systems with rolling

constraints and systems involving symmetries which result in non-integrable con-

served angular momentum. The studied examples were regarding mobile robots,

wheeled vehicles, robot manipulation and space robots. These studies covered

the areas of controllability, motion planning, feedback stabilization and tracking

control. The motion planning problem was initially investigated in [17] achieving

controllability of car-like robot with a single nonholonomic constraint. In [18],

nonholonomic systems as a class of inherently nonlinear control system were iden-

tified and a general procedure for constructing a piece-wise analytic state feedback

was presented. Controllability proof for a multibody mobile robot using tools from

8
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differential geometry was given in [19]. A nonholonomic motion planning approach

using geometrical phases was illustrated in [20]. In [21], it was suggested to sta-

bilize the system about a trajectory instead of a point. Using a nonsmooth and

time-varying feedback controller, global asymptotic stability for any desired con-

figuration was achieved in [22] . Other notable developments include the study of

controllability [23], motion planning ([12], [24]), stabilization ([25], [26],[27], [28])

and tracking control([8], [29], [30]) of classical first-order nonholonomic systems.

In [31], the ideas presented in [18] were extended to systems satisfying the second-

order nonholonomic constraints. These second-order nonholonomic systems emerge

by imposing specific design constraints on the allowable motion of redundant

robotic manipulators. Similarly, some underactuated systems also qualify as second-

order nonholonomic systems based on their configuration. The underactuated me-

chanical systems (UMS) are systems with fewer actuators than total degrees of

freedom. The underactuated robot manipulators ([32], [33]), autonomous under-

water vehicles, underactuated surface vessels, the planar vertical take-Off and land-

ing aircraft and underactuated space vehicles [34] are examples of UMS belonging

to this class. The main difference is that the second-order nonholonomic systems

include drift terms that make control of these much more difficult. Whereas,

in general, the second-order nonholonomic systems also do not satisfy Brocketts

necessary condition [7] similar to the first-order nonholonomic systems. Various

approaches have been identified for resolving this problem [3] which can be cat-

egorized into time-varying continuous feedback control ([35], [36]), discontinuous

control ([37], [38], [39]) and hybrid control [40].

In recent times, substantial effort on the dynamics formulation for higher-order

nonholonomic systems has been witnessed. Representative work in this area of

higher-order nonholonomic systems include the research by Nielsen, Mangeron,

Tzenoff, Appell, Deleanu and Gibbs (see [41] and the references therein). Sub-

sequently, modern forms of differential equations of nonholonomic systems with

higher-order constraints were derived. A special constraint known as program

constraint is a demand imposed on a system by design. These program and mate-

rial constraints are then included in a unified formulation providing a theoretical
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framework for the study of robot performance under constrained environments [41].

Example of a higher-order nonholonomic system is a planar Prismatic-Prismatic-

Revolute robotic manipulator exposed to a jerk constraint [42]. Jerk is a novel

example of third-order constraint and is identified with fast changing actuator

forces in the domain of robot manipulators. Furthermore, jerk is characterized as

the triple time derivative of distance. Excessive amount of jerk leads to early wear

and tear of the actuators. It produces resonant vibrations in the robotic body and

thus makes accurate tracking even more challenging. Specific studies on humans

reveal that human brain also realizes a variant of minimum-jerk while grasping

actions are being planned for our arms [43].

2.2 Control Strategies for Stabilization of Non-

holonomic Systems

Control of nonholonomic and canonical form systems has been an agile area of

research in recent times. The topics of controllability, tracking, stabilization and

motion planning have gained significant attention from the research community.

In early 1980’s feedback linearization technique was in vogue. Exact feedback lin-

earizations of affine nonlinear systems were explicitly obtained by using differential

geometric methods. Later on, Lyapunov methods received renewed interest with

the introduction of recursive design technique such as backstepping and the no-

tion of control Lyapunov function [44]. These methods were used to control large

classes of nonlinear systems having matched and unmatched uncertainties [45].

Apart from these nonlinear classes, there exist a class of inherently nonlinear sys-

tems for which the linearization becomes uncontrollable. This class of inherently

nonlinear systems does not permit any smooth (continuous) pure state feedback

controls. Thus, making Lyapunov direct method and the standard feedback lin-

earization technique no longer applicable to these systems. This specific class is

known as the nonholonomic systems. As these nonholonomic systems fail to meet
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the Brockett’s necessary condition [7], the feedback stabilization problem of these

systems is a challenging task.

In order to better analyze complex nonlinear systems, it is convenient to utilize

canonical representations. Chained forms [12] are the canonical representations of

many nonholonomic mechanical and electrical systems like AUVs, mobile/hopping

robots and UAVs. These nonholonomic systems can be transformed to chained

form systems by input and state transformations. As smooth feedback stabilization

is not possible for these systems, therefore time-varying, discontinuous and hybrid

control methods are used to resolve the stabilization problem [3]. In general,

discontinuous controls can achieve exponential stability ([18], [46], [38]), whereas

time-varying feedback control renders asymptotic stability ([47], [48]). While the

existing strategies offer suitable answers, there is still a wish to explore global

singularity-free solutions that may map the chained forms into controllable linear

systems.

2.2.1 Open Loop Controls

The control action is not dependent on system output in an open loop control

system. These open loop methodologies are based on polynomial, sinusoidal inputs

and piecewise constants. The framework behind the sinusoidal inputs is to steer

all the states one at a time using the sinusoids [12]. Open loop motion planning

for low-dimensional mobile robots was proposed in [49]. Sinusoidal inputs were

proposed in [12] in order to steer the open loop configuration of nonholonomic

system in canonical form. Later on, this method was generalized in [50] by utilizing

Lie-brackets of the input vectors.

Consider a drift-free n-dimensional system with nonholonomic constraints that can

be stated as:

ẋ = g1(x)u1 + · · ·+ gm(x)um, u ∈ Rm, x ∈ Rn (2.1)
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where gi(x) are vector fields (linearly-independent) and u is the control input,

m < n . The steps for sinusoidal control are:

1. Find control input u1 so that x1 tends towards x1(tf ).

2. Find control input u2 so that x2 goes to x2(tf ).

3. Choosing u1 = A1 sin θ and u2 = B1 cos θ to stabilize x3 from x3(t0)→ x3(tf ).

4. Again, choosing u1 = A2 sin θ and u2 = B2 cos 2θ to stabilize x4 from

x4(t0)→ x4(tf ).

...

Step (n)

Whereas, the total steering time T is equally distributed into sub-intervals in the

piecewise constants approach. Each sub-interval is δ in length in which a constant

input is applied. Also, the open-loop control based on polynomials is similar to

the piece-wise constant approach, but with improved smoothness properties [13].

2.2.2 Closed Loop Controls

The closed-loop approaches have received wider acknowledgement owing to the

fact that these provide stabilization of second- and higher-order nonholonomic

systems [3]. These include time-varying continuous control, discontinuous control

and the hybrid control.

2.2.2.1 Time-Varying Continuous Controls

The two approaches for crafting time-varying continuous control suggested in the

literature are periodic and aperiodic feedback control. The periodic method was

proposed by [47] and [51] and is based on the power form. Whereas, the aperiodic

time-varying feedback control was investigated in [35]. The Pomet’s method [47]

relies on Lyapunov’s direct method which is similar to the technique of [52]. The
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practical use of time-varying control introduced in the mobile robot by [48]. In [53],

it is shown that classical nonholonomic systems can be asymptotically stabilized

by using smooth periodic static state feedback. The saturation type functions and

averaging method were used to design smooth time-periodic control to achieve

global asymptotic stabilization ([12], [51], [54]). Whereas [48] and [21] provide

stabilization established on constructing a nominal motion that moves towards

the equilibrium asymptotically. The approach requires selection of a nominal

trajectory a priori and can be used for designing time-varying control laws for

nonholonomic problems.

The advantages of periodic and aperiodic time-varying continuous methodologies

are that the input controls and states are all smooth, asymptotically converging

without any oscillations. However, their disadvantage is that the input relies on

suitable tuning of parameters dependent on the system’s initial states. Thus, these

are less favourable as these fail to be pure state feedback control. Furthermore,

[14] showed in experimental work that these time-periodic controls do not stabi-

lize moving robots to a small neighbourhood of the desired configuration in an

acceptable time.

2.2.2.2 Discontinuous Feedback Controls

The discontinuous feedback control avoids the difficulty to construct a single con-

tinuous control as in the time-varying counterpart. The main idea in discontinuous

control is to alter the control law when system states try to move away from the

stable manifold. These feedback controllers for stabilizing nonholonomic systems

can further be categorized into piecewise continuous and the sliding mode con-

trollers.

The σ-process [27] is a prevalent methodology of the discontinuous control system

design. After state transformation, a stabilizable linear system is obtained and

one can choose linear control laws to assign stable eigenvalues. Hence, the system

(in transformed coordinates) is globally exponentially stable. At the same time,

the drawback is that the linear control is not defined for the whole state space.
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In order to overcome this challenge, it is suggested to first move the system away

from the singularity by applying open-loop controls for an a-priori calculated time

ts and afterwards change to the linear feedback control law [27]. In [50] a formula

is acquired from a piecewise control Lyapunov function for global stabilization.

While no general method exists for designing control Lyapunov functions that

satisfy conditions of [50], piecewise continuous stabilization of some specific models

have been mentioned.

In [55] a discontinuous controller has been designed for the higher-order canonical

form system involving two inputs. The discontinuous controller does not stabilize

the system, but only achieves exponential convergence towards the point to be

stabilized meaning that the system trajectories converge exponentially towards

the point to be stabilized. However, since the controller and therefore the closed-

loop system is discontinuous at the point to be stabilized, no stability property in

the sense of Lyapunov can be shown to hold.

Sliding mode control (SMC), proposed in [15], can also be utilized to develop dis-

continuous time-invariant feedback laws. This discontinuous control enforces the

system to move along a well-defined stable manifold in the direction of equilib-

rium. SMC construction has been utilized for a certain class of higher-dimensional

classical and dynamic models of nonholonomic systems [16]. However, the main

drawback of SMC that hinders its widespread use is chattering phenomenon. [15]

suggested to apply smoothing between gradients on both sides of the sliding sur-

face in order to overcome chattering. Other methods to alleviate the chattering

have also been reported in the literature. Another disadvantage of SMC is that

it is not immune to measurement noise as the input signal relies on the sign of a

measured variable which is close to zero.

2.2.2.3 Hybrid Control

In hybrid control, both discrete-time and continuous-time features are used. The

working of hybrid control system relies on changing between different continuous-

time controllers at discrete-time instants. The controller switching instants can



Literature Review 15

be either specified a priori or be altered online during the operation of the con-

troller. Soft computing methodolies include the fuzzy logic control (FL), artificial

neural networks (ANN) and probabilistic reasoning (PR) methods are used with

continuous time controllers in order to achieve the desired results. Also, there is

an increasing enthusiasm in using soft-computing algorithms alongside SMC.

In [22] hybrid controllers were developed for stabilizing classical nonholonomic sys-

tems in canonical form. The proposed method in [56] was applicable to large class

of systems with classical nonholonomic constraints. It used a family of periodic

inputs that result in periodic trajectories. In [57] a neural network-based adap-

tive SMC was constructed to ensure trajectory tracking by a robotic manipulator.

Similarly, in [58] a self-tuning fuzzy inference SMC method for single inverted pen-

dulum position tracking control was presented. Fuzzy logic is basically concerned

with approximate reasoning and imprecision, whereas neural networks are chiefly

curve fitting and learning tools. The neural networks have some drawbacks in-

cluding the difficulty in selecting appropriate networks and the slow convergence

to the equilibrium point. Similarly, the major drawback of fuzzy logic control is

the difficulty in getting membership functions and fuzzy rules.

2.3 Research Gap

Owing to the famous Brockett’s necessary condition for smooth static state-feedback

for nonholonomic systems [7], the problem of controlling nonholonomic systems

becomes non-trivial. Also, real-world applications offer a daunting task of ad-

dressing parameter variations and modelling uncertainties. Various methods have

been suggested by the research community to address the stabilization problem

of systems with first- and second-order nonholonomic constraints. However, to

the best of our knowledge, control problem concerning higher-order nonholonomic

systems has not been solved yet. Although the open-loop approach is simple and

useful in specific low-order nonholonomic systems, however, it does not provide
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a general solution for the second- and higher-order nonholonomic systems. Sim-

ilarly, the main drawback of using time-varying approach is that the control law

relies heavily on tuning of parameters that relate to initial conditions of the sys-

tem. Thus, the time-varying techniques are less favourable as these are not pure

state feedback control. Also, hybrid techniques involving the neural networks and

fuzzy logic control have drawbacks including the difficulty in selecting appropriate

networks and slow convergence to the equilibrium point.

In this research, we propose robust stabilizing control algorithms based on adap-

tive integral SMC to resolve the problem of stabilization in general first-, second-

and higher-order perturbed nonholonomic systems in chained form. The integral

SMC is used to eliminate the reaching phase of SMC. As a result, robustness

of nonholonomic systems against parameter and modelling uncertainties can be

achieved from the initial time instant. Additionally, stabilization problem con-

cerning third-order nonholonomic systems having a jerk constraint has not been

addressed yet. In this research, we also propose novel stabilizing control algorithms

for third-order nonholonomic systems based on adaptive ISMC.

2.4 Summary

This chapter presented a detailed literature review of control problem and various

control methodologies applied to kinematic and dynamic nonholonomic systems.

The application of these control methodologies to higher-order nonholonomic sys-

tems is still an open problem. Furthermore, the research gap highlights the draw-

backs and limitations of existing methodologies.
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Preliminaries

This chapter presents some preliminary notions regarding nonholonomic systems

(nonholonomic systems), types/orders of nonholonomic systems, controllability

and stabilization of these systems. Some detail about different canonical forms

of nonlinear systems is also presented in this chapter. This is followed by a brief

review of perturbation theory. Sliding mode control (SMC) theory, its advantages

and integral SMC are presented towards the end of this chapter.

3.1 Nonholonomic Systems

Generally, drift-free systems with nonholonomic constraints are given as:

ẋ =
m∑
i=1

gi(x)ui (3.1)

where gi(x) are linearly-independent vector fields and u =
[
u1 · · · um

]T
is the

control input. Here x is specified in local coordinates and is an element of n-

dimensional smooth manifold M which is locally diffeomorphic to the Euclidean

space Rn. Some basic terminologies of differential geometry along with their defi-

nitions are presented in Appendix-1 for developing general understanding.

17
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While many drift-free systems with nonholonomic constraints can be specified in

the control-affine form (3.1), our research is oriented towards the first-, second- and

higher-order nonholonomic systems that can be converted into a suitable canonical

form. For first-order kinematic systems, the position x is equivalent to the config-

uration q ∈ Q and gi(x) are vector fields representing velocity directions. In case

of second-order dynamic systems, the state space becomes x = (q, q̇), controls u

are generalized forces and the linearly independent vector fields represent acceler-

ation directions. Similarly, for the third-order nonholonomic systems, x = (q, q̇, q̈)

and the linearly independent vector fields represent applied jerk directions. In

the subsequent section, we will describe the difference between holonomic and

nonholonomic constraints.

3.1.1 Holonomic vs Nonholonomic Constraints

Consider a general kinematic system and assume that q =
[
q1 q2 · · · qn

]T
∈ Q

defines configuration of the system. Assume also that the configuration space Q is

locally diffeomorphic to the Euclidean space Rn and is an n-dimensional smooth

manifold. At any point q(t) ∈ Q along system trajectory, the generalized velocity

is given by the tangent vector q̇ =
[
q̇1 q̇2 · · · q̇n

]T
∈ Tq(Q).

Broadly speaking, there are two types of velocity or kinematic constraints that

may be applied to the system. These are known as holonomic and nonholonomic

constraints based on integrability condition of the kinematic constraints. When

the velocity constraint is integrable, the constraint is called holonomic; whereas,

in case the applied velocity constraint is non-integrable, the constraint is said to

be nonholonomic. The holonomic constraint is also known as a pure geometric

constraint and is described as:

hi(q) = 0, i = 1, 2, · · · , k < n (3.2)
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where hi(q) are independent and smooth functions. The result of geometric or

holonomic constraint is to restrict the achievable configuration to an (n − k)-

dimensional sub-manifold of Q.

The second type of velocity-dependent constraint i.e. the nonholonomic constraint

involves generalized coordinates and their respective derivatives. This constraint

cannot be integrated to form a geometric constraint. The nonholonomic constraint

is described as:

ai(q, q̇) = 0, i = 1, 2, · · · , k < n (3.3)

Mostly the kinematic constraints are linear in terms of velocities and are known

as affine in velocity or Pfaffian constraints. Thus, owing to the linear property,

these can be described as:

aTi (q)q̇ = 0, i = 1, 2, · · · , k < n (3.4)

or in compact form as:

AT (q)q̇ = 0

3.1.1.1 Example of a Linear Kinematic Constraint

Take a simple model of a four-wheel car as portrayed in Figure 3.1. The rear

wheels of the car are fixed, whereas, the front wheels can rotate about the vertical

axis. Constraints on the car emerge when the wheels are permitted to spin and

roll, however, slipping motion of the wheels is not allowed.

Let us take the configuration of the four-wheel system as (x, y, θ, φ), identified by

xy location of the rear wheel. Let θ be the angle relative to the horizontal axis

and φ be the steering angle. Now, constraints for both rear and front wheels are

formed by setting the perpendicular velocity of the car to zero. This makes the

velocity of the rear wheels perpendicular to their direction as ẋ sin θ − ẏ cos θ and

the front wheels as ẋ sin(θ + φ)− ẏ cos(θ + φ)− lθ̇ cosφ. The Pfaffian constraints
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Figure 3.1: Kinematic Model of a Four-wheel Car.

on the car are:

ẋ sin θ − ẏ cos θ = 0

ẋ sin(θ + φ)− ẏ cos(θ + φ)− lθ̇ cosφ = 0

or

AT (q)q̇ = 0

where AT (q) =

 sin θ −cos θ 0 0

sin(θ + φ) −cos(θ + φ) 0 −l cosφ



3.1.2 Integrability of Kinematic Constraints

The kinematic constraints are labeled as integrable if there exists k scalar functions

hi so that the following equation is satisfied:

∂hi(q(t))

∂q
= aTi (q), i = 1, 2, · · · , k (3.5)
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By replacing (3.5) in (3.4), we obtain:

∂hi(q(t))

∂q
q̇ = 0, i = 1, 2, · · · , k (3.6)

thus, resulting in the following geometric constraint,

hi(q) = ci, i = 1, 2, · · · , k (3.7)

Equations (3.5) to (3.7) show that when the kinematic constraints are integrable

and can be reduced to pure geometric constraints, these are said to be holonomic

constraints. In this case, the integrable constraints can be substituted by algebraic

constraints which do not involve velocities. The effect of a holonomic constraint on

the system dynamics is that it reduces the overall dimension of the configuration

space.

If the solution of (3.5) does not exist, then the constraints cannot be integrated and

are known as nonholonomic. In such nonholonomic systems, there is no reduction

in the dimension of the reachable space, rather the effect is the only reduction

in the dimension of the feasible velocities. Specific discussion on the reachable

configuration of nonholonomic systems will be discussed in the controllability of

nonholonomic systems.

3.1.3 Test for Integrability of Constraints

A simple method to quickly verify whether the constraint is nonholonomic is as

follows:
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Suppose h(q) = 0 function exists, then we have
∂h

∂q
q̇ = 0. Now, denote (

∂h

∂q
)
ij

=

∂hi
∂qj

, then we get the following:

∂(
∂h

∂q
)
ij

∂qk
=

∂2hi
∂qj∂qk

=
∂2hi
∂qk∂qj

=

∂(
∂h

∂q
)
ik

∂qj
(3.8)

Thus, for AT (q) in (3.4), if the following equality does not hold, the system is

nonholonomic,
∂Aij
∂qk

=
∂Aik
∂qj

(3.9)

3.2 Types / Orders of Nonholonomic Systems

The nonholonomy in a system can arise because of the following two factors:

• A rolling body moves over another body or plane without any slippage.

• In a multi-body system, conservation of momentum is maintained with

under-actuated control.

Nonholonomic systems can further be classified as first-, second- and higher-order

systems. Systems with constraints of first-, second- or even third-order have been

mathematically modelled and reported in the literature. The First Order Non-

Holonomic Systems (FONHS) have position and velocity constraints ϕ (q, q̇) = 0

that cannot be written as ψ (q) = 0) and thus are non-integrable. Wheeled vehicles

and robots are examples of FONHS. The Second Order Non-Holonomic Systems

(SONHS) have position, velocity and acceleration constraints ϕ (q, q̇, q̈) = 0 that

cannot be written as ψ (q, q̇) = 0 i.e. these are non-integrable constraints. The

main cause of acceleration constraints in SONHS systems is because of the fact
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that the system under consideration is mainly underactuated, i.e. fewer controls

are available in the mechanical system than the overall system configuration. Sim-

ilar to the FONHS systems, the acceleration constraints cannot be integrated in

SONHS case. Space robots, spacecrafts, underwater vehicles, surface vessels and

under-actuated manipulators are real-world examples of SONHS [8]. Similarly, the

higher-order nonholonomic systems specifically the Third Order Non-Holonomic

Systems (TONHS) have constraints on positions, velocities, accelerations and jerk

ϕ (q, q̇, q̈,
...
q ) = 0 that cannot be written as ψ (q, q̇, q̈) = 0 thereby meaning that

their constraints are non-integrable. Dynamics represented by the movement of

a PPR (Prismatic-Prismatic-Revolute) manipulator under a jerk constraint is a

model of a TONHS [9]. This third-order nonholonomic constraint occurs by im-

posing torsion and curvature constraints on trajectories of the robot.

3.2.1 First-Order Nonholonomic Systems

For the kinematic systems, the state x is equal to the configuration q and the

number of velocity constraints is given by k = n−m ≥ 1, i.e. the overall dimension

of configuration space excluding the control space.

3.2.1.1 Four-Wheel Car

Again taking the simple first-order model of a four-wheel car presented in Section

3.1.1.1 and shown in Figure 3.1. Now, choosing u1 and u2 as the driving and

steering velocities respectively, the control system can be given as:


ẋ

ẏ

θ̇

φ̇

 =


cos θ

sin θ
1

l
tanφ

0

u1 +


0

0

0

1

u2 (3.10)
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For the above-mentioned four-wheel car, the null-space representing two kinematic

constraints is of 2-dimensional. It is easy to verify that the constraints are nonholo-

nomic by nature by using (3.9). Similarly, in case of front-driven four-wheel car,

the nonholonomic system is same except that the term
1

l
sinφ replaces

1

l
tanφ.

3.2.2 Second-Order Nonholonomic Systems

As mentioned earlier, Under-actuated Mechanical Systems (UMS) lead towards

second-order constraints. Consider a UMS with q as the set of generalized coordi-

nates. Partition the set of generalized coordinates as q = (qa, , qb), where qa ∈ Rm

denotes the directly actuated part and qb ∈ Rn−m denotes the unactuated part.

The equation of motion of the UMS becomes:

M11(q)q̈a +M12(q)q̈b + F1(q, q̇) = B(q)u (3.11)

M21(q)q̈a +M22(q)q̈b + F2(q, q̇) = 0 (3.12)

Equation (3.12) defines n−m relations involving the generalized coordinates, first-

order and second-order derivatives. If these n −m equations are not integrable,

then these can be interpreted as nonholonomic constraints of second order.

3.2.2.1 Underactuated Surface Vessel

The vessel, shown in Figure 3.2, is a nonholonomic system with zero velocity

constraints and added damping factor. The objective is to control the bearings as

well as position of the vessel with two independent propellers.
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Figure 3.2: Underactuated Surface Vessel.

The relationship between the earth-fixed (inertial frame) and the body fame is

specified by the following kinematic model:

ẋ = vx cosψ − vy sinψ

ẏ = vx sinψ + vy cosψ (3.13)

ψ̇ = ωz

where (x, y) represents the inertial location of the center of mass, ψ represents

orientation of vessel, (vx, vy) are the linear velocities and ωz is angular velocity of

the vessel in body axis. The motion equations in the body axis are given as:

Mυ̇ + C(υ)υ +D(υ)υ = τ (3.14)

where υ represents the velocity vector, τ =
[
Fx 0 Tz

]T
is the force and torque

generated by independent propellers, M ∈ R3×3 is the inertia matrix, C(υ) ∈ R3×3

represents the Coriolis/Centrifugal matrix and D(υ) ∈ R3×3 denotes the damping

matrix. Assuming that both M and D are constant and diagonal, we obtain the
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following simplified model:

m11v̇x −m22vyωz + d11vx = Fx

m22v̇y +m11vxωz + d22vy = 0 (3.15)

m33ω̇z + (m22 −m11)vxvy + d33ωz = Tz

and mii, dii, i = 1, 2, 3 are constants and positive.

The vessel under consideration has no side thruster. Assume (ξ, η) represent the

center of mass in the body axis:

(ξ, η) = (x cosψ + y sinψ,−x sinψ + y cosψ)

The configuration space parameterized by q =
[
ψ ξ η

]T
is denoted as Q =

S1×R2. Therefore, by defining input transformations from (Fx, Tz) to new control

inputs (u1, u2), the motion equations can be rewritten as:

ψ̈ = u1 (3.16)

ξ̈ = u2 (3.17)

η̈ = −ξψ̈ − α(η̇ + ψ̇ξ)− (1 + β)ψ̇ξ̇ + βψ̇2η (3.18)

where α = d22/m22 and β = m11/m22.

The above (3.18) represents a nonintegrable constraint and involves generalized

coordinates, velocities and accelerations. Thus, the underactuated vessel is a non-

holonomic system having second-order constraint.

3.2.3 Third-Order Nonholonomic Systems

Since the beginning of the last century, considerable effort has been put in to

formulate theory with respect to higher-order nonholonomic constraints [59]. The

constraints, defined as program constraints, occur by imposing specific conditions

on the allowable trajectories. For example, second- and third-order nonholonomic
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constraints occur by imposing torsion and curvature constraints on robot trajecto-

ries. By following ([60], [59]), systems with higher-order non-holonomic constraints

can be given by the following models after suitable state and input transformations

[42]:

q
(p)
1 = u (3.19)

q
(p)
2 = J(q, q̇, ..., q(p−1))u+R(q, q̇, ..., q(p−1)) (3.20)

where q1 ∈ Rm, m ≥ 2 denotes the directly actuated configuration variables,

u ∈ Rm represents the modified control for the directly actuated variables and

q2 ∈ Rn−m represents the configuration variables where control is achieved through

system coupling.

3.2.3.1 PPR Manipulator

Let us take a planar prismatic-prismatic-revolute (PPR) robot manipulator mov-

ing on a horizontal plane such that the gravity term could be avoided, as shown

in Figure 3.3.

Figure 3.3: Planar PPR Manipulator.
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Here, the objective is to maneuver the PPR manipulator between two position

configurations, (x0, y0, θ0) and (xf , yf , θf ) so that the transverse jerk is zero at the

end-effector, that is,
...
x sin θ −

...
y cos θ = 0 (3.21)

or

AT (q, q̇, q̈)
...
q = 0

where AT (q, q̇, q̈) =
[
sin θ −cos θ 0

]
The above constraint can be thought of as a design constraint. Also, p = n = 3

and m = 2 in this particular example. Above equation presents a nonintegrable

relationship and involves the generalized distances, velocities, accelerations and

jerk. Thus, the PPR manipulator is a nonholonomic system with third-order

constraint. Jerk is envisioned as rapidly changing actuator force in the robot

manipulators which leads to vibrations in the robotic structure, premature wear

and tear of the actuators and is difficult to track accurately by the controller.

3.3 Chained Form Systems

In order to proceed with a systematic development of either open-loop or closed-

loop control systems, it is convenient to represent the nonholonomic systems in

some canonical form. The chained form is one of the most useful canonical rep-

resentation in various cases [12]. Many practical systems, both electrical and

mechanical, can be transformed into the following drift-free model through diffeo-

morphic control/state transformations:

ẋ1 = u1

ẋ2 = u2

ẋ3 = x2u1 (3.22)

...

ẋn = xn−1u1
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General studies may involve multiple chains, which is an extension of the above-

mentioned (2, n) form.

ẋ1 = u1

ẋ2 = x1u1

ẋ3 = x2u1 (3.23)

ẋ4 = u2

ẋ5 = x4u2
...

ẋn = xn−1u2

Now, considering the chained form and by applying another transformation:

ξ1 = x1

ξ2 = x2

ξ3 = −x3 + x1x2

ξ4 = x4 − x1x3 +
1

2
x21x2 (3.24)

...

ξn = (−1)nxn +
n−1∑
i=2

(−1)i
1

(n− i)!
ξn−i1 ξi
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we get the following power form which is yet another canonical form:

ξ̇1 = u1

ξ̇3 = ξ1u2

ξ̇4 =
1

2
ξ21u2 (3.25)

...

ξ̇n =
1

(n− 2)!
ξn−21 u2

ξ̇2 = u2

In essence, the control design of nonholonomic mechanical system usually begins

from the canonical representation instead of the specific mechanical model of the

system.

3.3.1 First-Order Chained Form

Equation (3.22) represents first-order chained form. As an example, consider a

car-like robot model given below:


ẋ

ẏ

θ̇

φ̇

 =


cos θ

sin θ
1

l
tanφ

0

 v1 +


0

0

0

1

 v2 (3.26)

This robotic model can be modified into:

ζ̇1 = u1

ζ̇2 = u2 (3.27)

ζ̇3 = ζ2u1

ζ̇4 = ζ3u1
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through the transformations:

ζ1 = x, ζ2 =
tanφ

lcos3θ
, ζ3 = tan θ, ζ4 = y

v1 =
u1

cos θ
, v2 = −3 sin θ

lcos2θ
sin2φu1 + lcos3θcos2φu2

3.3.2 Second-Order Chained Form

A special canonical form called second-order chained form system is defined as:

ÿ1 = v1

ÿ2 = v2

ÿ3 = y2v1 (3.28)

...

ÿn = yn−1v1

This second-order chained form plays the same role for the SONHS as the simple

chained form system for the FONHS. It is well known that a class of UMS having

two inputs and three degrees of freedom (3-DOF) can be converted to chained

form (3.28) by formulating input and coordinate transformations [11]. Through

this conversion, system dynamics are significantly reduced and it becomes easier

to design the control law.

Consider a 3-DOF manipulator having a passive joint. Let ẍ = u1, ÿ = u2. Then,

system dynamics can be written as:

ẍ = u1

ÿ = u2 (3.29)

θ̈ =
1

λ
sin θ u1 −

1

λ
cos θ u2
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With the following input transformation

u1 = ξ1

u2 = tan θ ξ1 − λ sec θ ξ2 (3.30)

the system (3.29) can be transformed as:

ẍ = ξ1

θ̈ = ξ2 (3.31)

ÿ = tan θ ξ1 − λ sec θ ξ2

Using another transformation

y1 = x+ λ cos θ

y2 = tan θ

y3 = y + λ sin θ (3.32)

v1 = ξ1 − λ sin θ ξ2 − λ cos θ θ̇2

v2 = sec2θ ξ2 + 2sec2θ tan θ θ̇2

where v1, v2 are modified inputs and yi, i = 1, 2, 3 are new coordinate variables.

Thus, we get the following chained form system:

ÿ1 = v1

ÿ2 = v2 (3.33)

ÿ3 = y2v1

Second-order systems that can be modified into the chained form include: an

underactuated planar horizontal 3-link serial-drive PPR manipulator (PPR means

two prismatic and one revolute joint), an underactuated planar horizontal PPR

manipulator with a spring-coupled 3rd link, an underactuated planar horizontal

3-link serial-drive RRR manipulator, a manipulator driven by end-effector forces,
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an underactuated planar horizontal parallel drive RRR manipulator with any two

joints unactuated, a planar rigid body with an unactuated DOF, an underactuated

surface vessel [8].

Similarly, third-order or even higher-order chained form systems may be defined

as:

...
z 1 = w1

...
z 3 = z2w1 (3.34)

...

...
z n = zn−1w1

...
z 2 = w2

Next, controllability of nonholonomic systems is explained as if the system is un-

controllable, then it is useless and there is no point in investigating the stabilization

of such uncontrollable system.

3.4 Controllability and Stabilizability

For the kinematic constraints mentioned in (3.4), the effect of constraints can be

easily studied using an alternate approach i.e. to study the directions where motion

of the system is permitted instead of where the motion is restrained. Equation

(3.4) implies that system motion is permitted in the null space of constraints ai(q).

That is, vector fields gj(q) can be defined in a way that the following equation

holds:

aTi (q)gj(q) = 0, j = 1, · · · , n− k i = 1, · · · , k,

or in compact form as:

AT (q)G(q) = 0
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The solutions q(t) of the following equation give feasible trajectories of the system:

q̇(t) =
m∑
j=1

gj(q)uj = G(q)u (3.35)

with input u(t) ∈ Rm,m = n−k. System (3.35) is also called driftless in the sense

that the states stay at any configuration when there is no control input.

3.4.1 Contollability of Nonholonomic Systems

The definition of controllability with regards to the driftless nonholonomic system

(3.35) is given below.

Definition 3.1. The driftless system is known as controllable if there exists control

input u(t) ∈ Rm,m = n− k and time T > 0 for any initial and final conditions in

Rn, so that q(0) = q0 and q(T ) = qf .

The controllability of driftless system (3.35) is governed by the properties of the

vector fields gj(q), j = 1, 2, · · · ,m. It is beneficial to go through some basic

concepts from differential geometry mentioned in Appendix-1 in order to fully

appreciate these properties.

Obviously, when the system (3.35) is allowed to move in all directions of the con-

figuration space, it is said to be controllable. Nevertheless, owing to the presence

of nonholonomic constraints, the system’s movement is restricted in the null space

of the constraints. Therefore, the tangent space is of reduced dimension than the

overall configuration space (m < n). Now, the controllability of the system is de-

pendent upon whether it is possible to generate new linearly independent control

directions by manoeuvering control inputs along the permitted directions. The

famous Chow’s theorem provides guidance regarding generation of new linearly

independent control directions and controllability. It states that:

Theorem 3.1. If there exists involutive distribution ∆̄ = Rn for all q ∈ Q, then

the system (3.35) is controllable on Q.
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For vector fields g1, ..., gm as mentioned in system (3.35), Chow’s theorem can be

interpreted as: if the union of distribution represented by the vector fields and the

subspace consisting of the Lie Brackets has equivalent dimension as the configura-

tion space of the system at all points, the system is said to be controllable.

It means that the Lie Bracket of vector fields contributes movement in restricted

directions and in this way controllability can be obtained. Thus, the operation of

Lie Bracket is tantamount in determining controllability of driftless systems.

3.4.2 Feedback Stabilization

Brockett’s theorem provides necessary conditions for feedback stabilization of non-

linear systems and was proposed in [7].

Theorem 3.2. Taking a nonlinear system ẋ = f(x, u) with f(., .) as continuously

differentiable in a neighborhood of (x0, 0) and f(x0, 0) = 0. There exists a continu-

ously differentiable controller for asymptotically stabilization of (x0, 0) if following

necessary conditions are fulfilled:

1. There are no uncontrollable modes in the linearized system having positive

real eigenvalues.

2. A small neighborhood N exists around (x0, 0) so that control uξ(t) drives the

solution for each ξ ∈ N and for all t > 0 from x = ξ at t = 0 to x = x0 at

t =∞.

3. The mapping γ : N × Rm → Rn given by γ : (x, u)→ f(x, u), where N is a

neighborhood of the origin, should be onto an open set of the origin.

By extending the above conditions to the continuous feedback, we get the main

result for kinematic systems which is as follows:

Proposition 3.1. Take the system

ẋ =
m∑
k=1

gkuk,
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where x ∈ Rn,m < n and rank{g1(0), · · · , gm(0)} = m. No continuous feedback

control law exists that locally asymptotically stabilizes the origin.

In order to overcome this condition, time-varying smooth or continuous feedback

control is used. Another approach is by using non-smooth or discontinuous static

state feedback.

3.5 Perturbation Theory

Consider the following perturbed system:

ẋ = f(t, x) + g(t, x) (3.36)

where the functions f : R+ × D → Rn and g : R+ × D → Rn are piecewise

continuous functions in time t. Both the functions are locally Lipschitz in x on

R+ × D and domain D ⊂ Rn encompasses the origin. Moreover, assume that f

is continuously differentiable function and its Jacobian [∂f/∂x] is bounded on D.

System (3.36) can be considered as a perturbed form of:

ẋ = f(t, x) (3.37)

Now, suppose that the nominal system (3.37) has a uniformly exponentially sta-

ble eq. at the origin and we want to assess the stability behaviour of the per-

turbed equation (3.36). Since the nominal system has exponentially stable equi-

librium, therefore, the converse theorem states that a Lyapunov function ex-

ists for this nominal system. A common approach to probe the stability of the

overall perturbed case is to utilize a Lyapunov function candidate for the per-

turbed system. Thereafter one distinguishes between vanishing perturbations, i.e.

g(t, 0) = 0, ∀ t > t0 and nonvanishing perturbations, i.e. ∃ t > t0 : g(t, 0) 6= 0.
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3.5.1 Vanishing Perturbations

In case when the perturbation term is disappearing at the origin x = 0, the origin

is said to be an eq. point of the perturbed system. When the origin is uniformly

exponentially stable eq. point of the nominal system, then existence of a Lyapunov

function V (t, x) for the nominal system is guaranteed [44]. By analysis of the

derivative of the Lyapunov function along solutions of the perturbed system, we

obtain the following conclusion that could be utilized to investigate the stability

of the perturbed system.

Theorem 3.5.1 [44] [P-341] Suppose V (t, x) represents Lyapunov function of the

nominal system (3.37) and let the origin be a uniformly exponentially stable eq.

point of the nominal system. Also consider that the perturbation g(t, x) satisfies a

linear growth bound, i.e.

‖ g(t, x) ‖≤ γ ‖ x ‖, ∀t ≥ t0, ∀x ∈ D (3.38)

Then x = 0 is a uniformly exponentially stable eq. point of the perturbed system

(3.36) if

γ <
c3
c4

(3.39)

Furthermore, x = 0 is known to be globally exponentially stable when all the as-

sumptions hold globally.

The theorem reveals that uniform exponential stability of x = 0 is robust for

a class of perturbation that satisfies a linear growth condition (3.38) - (3.39).

When V (t, x) is explicitly known, then the bound (3.39) can be calculated. When

V (t, x) is not explicitly known, then conclusion regarding the robustness becomes

a qualitative one where one says that x = 0 is uniformly exponentially stable for

uncertainties satisfying (3.38) with sufficient small γ. It should be noted that the

bound (3.38) could be conservative for a given g(t, x). This results from the worst-

case analysis performed in the analysis of the derivative of the Lyapunov function

for the nominal system along solutions of the perturbed system. If the bound is
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required for all g(t, x) satisfying (3.38), including dynamic mappings, then this

bound is not conservative.

3.5.2 Non-vanishing Perturbations

In the case when the perturbation is not disappearing at the origin, then this

origin may not be an eq. point of system (3.36) anymore. It is no longer possible

to investigate the stability properties of x = 0 as an equilibrium point, nor should

one hope that the solution of the perturbed system approaches x = 0 as t → ∞.

The most favorable possibility is that if g(t, x) is small in some sense, then the

solution x(t) becomes ultimately bounded by a small bound. Or in other words,

‖ x(t) ‖ becomes small for sufficiently large t.

Definition 3.5.1. The solutions of ẋ = f(t, x) are known as uniformly ultimately

bounded if positive constants b and c exist, and for every α ∈ (0, c) positive

constant T = T (α) exists so that

‖ x(t0) ‖ =⇒ ‖ x(t) ‖≤ b, ∀t ≥ t0 + T, ∀t0 > 0 (3.40)

When (3.40) holds for arbitrary large α, the result of the system is globally uni-

formly ultimately bounded.

Uniform ultimate boundedness of the solution is usually called as practical stability

and the constant b in (3.40) is known as the ultimate bound. If the equilibrium

x = 0 of the nominal system is uniformly exponentially stable, the analysis of the

perturbed system can be performed with the following theorem.

Theorem 3.5.2. [44] [P-348] Suppose x = 0 is a uniformly exponentially stable

eq. point of (3.37) and assume Lyapunov function to be V (t, x) that satisfies the

converse theorem on R+ ×D, where D = {x ∈ Rn, ‖ x ‖< r}. Also, suppose that

g(t, x) satisfies

‖ g(t, x) ‖≤ δ <
c3
c4

√
c1
c2
θr, ∀t ≥ t0, ∀x ∈ D (3.41)
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for some positive constant θ < 1. Then for all initial conditions ‖ x(t0) ‖≤
√
c1c2r,

x(t) of the perturbed system (3.36) satisfies

‖ x(t) ‖≤ k ‖ x(t0) ‖ exp(−γ(t− t0)), ∀t0 ≤ t ≤ t1,

and

‖ x(t) ‖≤ b, ∀t ≥ t1,

for a finite time t1, where

k =

√
c2
c1
, γ =

(1− θ)c3
2c2

, b =
c4δ

c3θ

√
c2
c1

Furthermore, one can allow the arbitrary large δ by choosing r large enough.

The previous result states that when the nominal system is globally uniformly ex-

ponentially stable, the solution of the perturbed system will be uniformly bounded

for any uniformly bounded perturbation. If the system is only uniformly asymp-

totically stable, then a bounded perturbation could drive the solutions of the

perturbed system to infinity. This explains why uniform exponential stability is

a desirable property. It should be noted that exponential stability by itself is not

sufficient to achieve the robustness result in Theorem 3.5.2; one needs uniformity.

3.6 Sliding Mode Control

Sliding Mode Control (SMC) has a unique importance in robust control theory.

SMC came into existence early in the 60’s by Emelyanov and his co-researchers

([61], [62]) while carrying out analysis on a second-order linear system. As a re-

sult, a discontinuous switching law was proposed showing significant improvement

against feedback control. Since its inception, it became a general design method

for various systems including discrete time models, MIMO systems, uncertain or

perturbed systems, large-scale and infinite dimensional system etc.
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Essentially, SMC uses discontinuous feedback control to enforce system states to

reach and thereafter remain on a stable sliding manifold. When the system dynam-

ics are confined to this stable sliding manifold, the system behaviour is represented

in a controlled fashion. The advantage of obtaining this kind of motion is two-fold:

firstly the movement on the sliding manifold is invariant to model uncertainties

and perturbations of a particular kind, and secondly, the system order is reduced

on the sliding manifold. The invaraince property to the matched uncertainties is

the distinguished feature of SMC and makes this method particularly ideal for

perturbed/uncertain nonholonomic systems.

During the reaching phase, the SMC attracts the states towards a stable manifold.

These surfaces are designed traditionally as some hypersurface in the state-space.

The feedback structure is adaptively altered during the sliding phase when the

states reach the stable manifold. Now, during the sliding phase the system states

are allowed to slide along the switching manifold [63]. After entering the sliding

phase, the system remains insensitive to internal parametric variations, unmod-

elled dynamics and external disturbances and just depends on the gradient of the

switching manifold. This constrained motion is called Sliding Mode. However, the

only drawback to this approach is the imperfections in switching devices resulting

in an undesired chattering phenomenon. Because of the chattering, the system

states cross the sliding manifold instead of staying on it [64].

3.6.1 Mathematical Foundations

Let us take a nonlinear system affine in control:

ẋ = f(x, t) + g(x, t)v(t) (3.42)

where x(t) ∈ Rn, v(t) ∈ Rm, f ∈ Rn×n and g ∈ Rn×m. The discontinuous feedback

is specified as:
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vi =

v+i (x, t), if σi(x) > 0

v−i (x, t), if σi(x) < 0
i = 1, · · · ,m (3.43)

where ith sliding surface is given as σi(x) = 0, and

σ(x) =
[
σ1 σ2 · · · σm

]T
= 0 (3.44)

is the (n−m)-dimensional sliding manifold.

The control problem comprises designing the sliding surface σ(x) = 0 and con-

tinuous function v+i , v−i such that the closed-loop system (3.42) - (3.43) exhibit a

sliding mode.

The construction of SMC can be broken down into the following two phases:

1. First phase comprises construction of a suitable sliding surface in order to

produce the desired stable behaviour of the system when confined to the

sliding manifold.

2. Second phase consists of construction of a discontinuous law which moves

system trajectories towards the sliding surface and then keeps it there.

Mostly linear switching surfaces are prevalent in design([64], [65]), though general

nonlinear switching surfaces (3.44) are also possible. In this research, our focus is

on linear sliding manifold of the form for simplicity:

σ(x) = Sx(t) (3.45)

where S ∈ Rm×n.

Existence of a sliding mode is the next decisive feature of SMC after designing the

switching surface. A sliding mode in the vicinity of the switching surface σ(x) = 0

exists if the velocities are always directed toward the sliding manifold. As can

be seen in Fig. 3.4, a sliding mode on σ(x) = 0 can appear even when it does

not separately exist on surfaces σi(x) = 0. An ideal sliding mode exists only if
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Figure 3.4: Sliding Mode in the interaction of discontinuity.

the trajectory of the controlled system satisfies σ[x(t)] = 0 at every time instant

t ≥ t0. This requires fast switching at an infinite rate. However in real-world

systems, abnormalities such as hysteresis, delay, etc. are present that compel

occurrence of switching at some finite frequency. During this, the system states

oscillate within the neighborhood of the switching surface. This finite oscillation

is called chattering and mostly it is undesired in mechanical systems.

3.6.2 Chattering

In real applications, the control signal cannot operate/switch at infinite frequency.

Thus, it is realistic to assume that the control works at a finite frequency owing to

the inertias of the sensors/actuators. The main consequence of this understanding

is that the sliding mode exhibits in a small region around switching surface [66],

[65] and [67].

The notion of real and ideal sliding mode is borrowed to differentiate between

the sliding motion that occurs exactly on the switching surface and the one that

takes place in a boundary layer around the switching surface due to imperfections

of the control law implementation (see Fig. 3.5). These imperfections because

of the finite switching frequency are known as chattering in the literature ([68],

[69]). Fundamentally, the high-frequency control components excite the undesired

oscillations and unmodeled fast dynamics while propagating through the system.

These can be harmful to the overall system performance and may even cause
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Figure 3.5: Chattering Problem.

system instability([70], [71] and [69]). The trade-off problem among robustness,

performance and chattering has engaged the attention of control research com-

munity. Reduction in switching control amplitude against the manifold can be

achieved at the expense of robustness and performance degradation. Whereas,

improved robustness and performance result in higher control amplitude. Subse-

quently, different variants of SMC technique including integral SMC, higher-order

SMC and adaptive SMC techniques have been proposed in order to achieve better

results.

3.7 Integral Sliding Mode Control

Chattering phenomenon, inherently prevalent in SMC technique, makes it un-

suitable to the real-world mechanical applications. Also, the robustness of SMC

against variations in external disturbances and system parameters can only be

obtained after the sliding mode is established. Thus, there is no guarantee of this

robustness property during the reaching phase of SMC. By invoking sliding mode

during the entire system response, integral SMC attempts to eliminate the reach-

ing phase ([72],[73],[74]). Consequently, system order in ISMC becomes equal to

that of the original system. As a result, the robustness property can be achieved

from the very initial time.



Preliminaries 44

Consider a nonlinear system given as:

ẋ = f(x) +Bu+ h(t, x) (3.46)

where x(t) ∈ Rn, u(t) ∈ Rm,m < n, f(x) is a nonlinear function, B ∈ Rn

denotes input gain with rank(B) = m and h(t, x) represents the bounded matched

uncertainty such that h(t, x) ∈ span(B) and h(t, x) ≤ hmax. The control law for

the ISMC can be given as:

u = u0 + u1 (3.47)

where u0 ∈ Rm is the ideal control and u1 ∈ Rm is constructed to reject the

disturbances. By using (3.46) and (3.47), the system dynamics can be given as:

ẋ = f(x) +B(u0 + u1) + h(t, x) (3.48)

Now define the sliding surface as:

s = s0(x) + z (3.49)

where s0(x) is the switching surface and can be constructed through standard SMC

technique. The z term incorporates the integral term in the switching surface. By

taking derivative of the above equation, we get,

ṡ =
∂s0
∂x

[f +B(u0 + u1) + h] + ż (3.50)

In order to achieve the ISMC, the nominal trajectory should be equal to the ISMC

trajectory. For this, u1eq(t) which is equivalent control of u1, should satisfy:

Bu1eq(t) = −h(t, x) (3.51)

Equivalent control is the average value of the discontinuous control and can be

achieved by using a suitable low-pass filter before the control input. It pro-

vides more accurate description of the trajectories along the sliding surface when
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s(x) = 0. The concept of ISMC can be broadened to design a new type of pertur-

bation estimator which resolves the chattering problem without any loss of control

accuracy and robustness [63]. z can be computed by substituting (3.51) in (3.49):

ṡ =
∂s0
∂x

[f(x) +B(u0 + u1) + h(t, x)] + ż

0 =
∂s0
∂x

[f(x) +Bu0] + ż

ż = −∂s0
∂x

[f(x) +Bu0]

where z(0) = −s0(x(0). z(0), the initial condition, ensures s = 0 meaning that

the sliding mode will exist from the initial time instant. The system dynamics in

ISMC may be given as:

ẋ = f(x) +Bu0 (3.52)

As h(t, x) is completely canceled out, therefore, the system has no disturbance.

3.8 Adaptive ISMC

The basic idea of the adaptive control comprises design of systems clearly showing

same dynamic response under parameter varying conditions by utilizing current

information. The controller is modified considering the fact that the system param-

eters being controlled are uncertain or slowly time-varying. Furthermore, adaptive

control entails improvement in dynamic characteristics while plant properties are

varying ([70], [5]). Adaptive SMC methods allow dynamical adjustment of the

control gains without knowledge of uncertainty bounds ([75],[76],[77]). Particu-

larly, several adaptive fuzzy SMC algorithms have been proposed in literature but

these fail to provide the desired tracking performance [58]. Without using adap-

tive idea, the original ISMC demonstrates robustness with respect to disturbances

and parameter variations. In this research work, Adaptive control methodology

is utilized along with integral sliding mode (AISMC) to estimate the unknown

terms.
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3.9 Summary

In this chapter, some basic terminologies and concepts regarding nonholonomic

systems and controllability of such systems are presented. Some details regarding

different canonical forms, a brief review of perturbation theory and basics of SMC

are also briefly presented.



Chapter 4

Stabilization of First-Order

Perturbed Nonholonomic

Systems in Chained Form

This chapter presents two novel robust stabilizing control algorithms for first-order

nonholonomic systems (FONHS). The control algorithms are based on adaptive

integral sliding mode control (AISMC) technique. Extended Lie bracket system

which can easily be asymptotically stabilized is used as a nominal system in the

first method. The proposed method is applied to two general nonholonomic drift-

free systems including a hopping robot which is in flying phase and fire-truck

model. The second method utilizes function approximation technique and is ap-

plied on FONHS in chained form. The simulations are carried out on two FONHS

in chained form including a four-wheel car and the fire-truck model.

Later on, first-order underwater vehicle model, a nonholonomic system which is

affected by uncertainties is taken as a benchmark system and AISMC technique

is applied to it. Firstly, the original underwater system is transformed in a way

that the new system has uncertainties in matched form. A change of coordinates

is carried out for this purpose and the nonholonomic system is transformed into

chained form with matched uncertainties. Secondly, the chained form system with

47
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uncertainties is converted into a special structure comprising nominal portion and

some unknowns through input transformation. Adaptive method is used to com-

pute these unknown terms. Afterwards, the transformed system is stabilized via

ISMC. The stabilizing control for the transformed system is established comprising

of the nominal and compensator control. The compensator and adaptive control

laws are derived in such a way that the derivative of a suitable Lyapunov func-

tion becomes strictly negative. Two different cases of perturbation are considered

including the bounded uncertainty present in any single control input and the un-

certainties present in the overall system model of the underwater vehicle. Finally,

simulation results show the validity and correctness of the proposed controllers for

both cases of the nonholonomic underwater system affected by uncertainties.

4.1 Nonholonomic Drift-Free Systems

FONHS arise frequently in real-world applications and normally represent me-

chanical systems that have non-integrable velocity constraints. Generally, these

systems have restricted mobility because of the presence of non-integrable con-

straints. The importance of these systems is highlighted by the fact that these

are used in many diverse applications in robotics, security, transportation, inspec-

tion and exploration. Because of the existence of nonholonomic constraints, the

kinematic nonholonomic systems [78] are given by:

ẋ =
m∑
i=1

Yi(x) ui, x ∈ Rn (4.1)

where Yi, i = 1, · · · ,m, m < n are vector fields which are linearly indepen-

dent on Rn and ui are locally bounded, piece-wise continuous control functions

characterized on the interval [0,∞).
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4.2 Problem Formulation : Unchained FONHS

We begin this section by stating the importance of extended system as this will

be used in the proposed first method.

4.2.1 Extended System

The proposed first methodology for stabilizing control uses Lie bracket extension

of system (4.1). Lie-bracket extension of a general FONHS model is a mathemat-

ical technique; however, it provides useful information regarding controllability

of system under consideration. This extended system is virtually a new system

whose components are a linear combination of vector fields spanning the entire

state space locally [2]. The first m components are the vector fields of the original

system; whereas, the last n−m components are the vector fields that are obtained

using the Lie brackets. Thus, after adding the missing Lie brackets, the original

system in extended-form can be written as:

ẋ =
m∑
i=1

Yi(x)ui(x) +
n∑

i=m+1

Yi(x)ui(x), x ∈ Rn (4.2)

where Yi, i = m+1, · · · , n are the Lie brackets obtained from L (Y1, Y2, · · · , Ym).

The benefit of the extended system from control perspective lies in the fact that

it allows motion in the missing Lie bracket direction i.e. Yk = [Yi, Yj].

4.2.2 Stabilization Problem

Given a desired set point xdes ∈ Rn, design control laws so that the desired

point xdes is an attractive set for system (4.1) and there exists an ε > 0, so

that x(t; t0, x0)→ xdes as t→∞ for any (t0, x0) ∈ R+ ×B(xdes; ε).

For stabilization problem, we can take xdes = 0 which is obtained through a

suitable translation of the coordinate system.



1st Order Perturbed Systems Chained Form 50

Assumption 4.1: The vector fields Y1(x) · · · , Ym(x) of the original system (4.1)

are linearly independent.

Assumption 4.2: System (4.1) satisfies the Lie Algebra Rank Condition (LARC)

for accessibility, i.e. the Lie algebra L (Y1, · · · , Ym)(x) spans Rn at each point

x ∈ Rn.

span{Yi, [Yi, Yj], · · · , [Yk, [Yi, Yj]], · · · , i, j, k = 1, · · · ,m}(x) = Rn (4.3)

4.2.3 Control of the Extended System

By defining the following control inputs, the extended system of (4.2) can be made

globally asymptotically stable:

u(x) = −G−1(x)x (4.4)

whereG(x) =
[
Y1(x) Y2(x) . . . Yn(x)

]
and u(x) =

[
u1(x) u2(x) . . . un(x)

]T
.

The existence of G−1(x) is guaranteed by the LARC condition (4.3).

Lemma 4.1: The feedback control given in (4.4) makes the extended system (4.2)

asymptotically stable.

Proof. Consider a Lyapunov function V = 1
2
xTM x, here M is any positive definite

and symmetric matrix. Along the controlled extended system trajectories, we have,

d

dt
V (x) = xTM ẋ

= xTM(G(x)u(x))

= xTM(G(x) (−G(x)−1x))

= −xTM x = −2 V (x) < 0, ∀ x ∈ Rn\{0}

endorsing asymptotic stability of (4.2) with feedback controls (4.4).
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4.2.4 Adaptive Integral Sliding Mode Controller Design

In SMC, there is no guarantee for robustness during the reaching phase; whereas,

ISMC ensures elimination of the reaching phase by enforcing sliding mode for the

entire response duration [66]. In this research, we have used an adaptive technique

with ISMC to solve the stabilization problem in drift-free FONHS. First of all, a

stabilizing control is constructed for a nominal system by choosing a Hurwitz

sliding surface (nominal sliding surface). Afterwards, the nominal sliding surface

with an added integral term is chosen as sliding surface for the original system.

Then, the stabilizing controller is designed comprising of nominal and compensator

controllers. The compensator and adaptive control laws are derived in a way that

the time derivative of a suitable Lyapunov function becomes strictly negative and

the closed-loop system stability can be guaranteed as system behaviour on the

sliding surface is similar to that of the nominal system. Following algorithm is

proposed for general nonholonomic drift-free systems that satisfy the assumptions

mentioned in Section 4.2.2.

4.2.5 The Proposed Algorithm : Method-1

Here, the first algorithm is proposed which is based on Lie bracket extended sys-

tem. The second method is presented later in Section 4.3.4.

Step 1: First of all, consider the nonholonomic drift-free system (4.1) and compute

its Lie brackets in order to get the extended system (4.2). Now, augment the

system (4.1) as:

ẋ =
m∑
i=1

Yi(x)ui =
m∑
i=1

Yi(x)ui +
n∑

i=m+1

Yi(x)ui − v (4.5)

where v =
n∑

i=m+1

Yi(x)ui, i.e., adding and subtracting the missing Lie brackets in

order to get the same original system (4.1). Here, assume that v is unknown that

can be computed adaptively. Let v̂ be the estimated value of v and ṽ = v − v̂ be

the error in estimation of v.
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Step 2: After replacing v = v̂ + ṽ, system (4.5) can be stated in vector form as:

ẋ = G(x)w − v̂ − ṽ (4.6)

where G(x) = [Y1 Y2 · · · Yn ](x) and w = [u1 u2 · · · un ]
T

.

Step 3: Taking first part of system (4.6) as the nominal system and using subscript

form w0 for the nominal input, we get:

ẋ = G(x)w0 (4.7)

Now, select the sliding surface for the nominal system (4.7) as S0 = x . Then,

Ṡ0 = G(x)w0 and the choice of

w0 = −G(x)−1S0 (4.8)

gives Ṡ0 = −S0.

Take V (x) = 1
2
S0

TS0 as a Lyapunov function for (4.7), which makes V̇ (x) =

S0
T Ṡ0 = −S0

TS0 < 0. Thus, the nominal system (4.7) is asymptotically stable.

Step 4: Now, consider complete system (4.6) and choose w = w0 + ws, where w0

is the nominal control given at (4.8) and ws is the switching control designated

as compensator control that is determined during step 5. Also, define the sliding

surface as S = S0 + Z where Z is the integral term. Then,

Ṡ = Ṡ0 + Ż = ẋ+ Ż = G(x)w0 +G(x)ws − v̂ − ṽ + Ż (4.9)

Step 5: At the end, design adaptive laws for ṽ, v̂ and compute ws such that

V̇ < 0.
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Theorem 4.1: The following choices of adaptation laws for ṽ, v̂ and ws:

ws = G(x)−1(v̂ −K sgn(S)), where K = diag{k1, · · · , kn}, ki > 0, i = 1, · · · , n

Ż = −G(x)wo

˙̃v = Γ−1(S − Γṽ)

˙̂v = − ˙̃v

give V̇ < 0 for the Lyapunov function V = 1
2
STS + 1

2
ṽTΓ ṽ, where Γ is an n × n

positive definite diagonal matrix.

Proof. Since

V̇ = ST Ṡ + ṽTΓ ˙̃v

= ST (G(x)w − v̂ − ṽ + Ż ) + ṽTΓ ˙̃v

= ST (G(x)w0 +G(x)ws − v̂ + Ż ) + ṽT (Γ ˙̃v − S )

Therefore, the following adaptation laws:

ws = G(x)−1(v̂ −K sgn(S)), where, K = diag{k1, · · · , kn}, ki > 0, i = 1, · · · , n

Ż = −G(x)wo

˙̃v = Γ−1(S − Γṽ)

˙̂v = − ˙̃v

give V̇ = −ST K sgn(S)− ṽTΓṽ < 0.

Thus, we conclude that since S and ṽ → 0, hence, vector x (all states) goes to

zero and stabilization of FONHS is achieved.
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4.2.6 Application Examples

4.2.6.1 Hopping Robot

Considering an example of a hopping robot as shown in Figure 4.1. The three dif-

ferent phases of the hopping robotic system include compression phase, thrusting

phase and flight phase. During the compression phase, the leg touches the ground

and the spring in the leg compresses. In the thrusting phase, the leg spring ex-

tends while injecting additional energy into the system. Whereas, during the flight

phase the system takes off, undergoes a parabolic trajectory and finally touches

down again [79].

Figure 4.1: The Hopping Robot.

The angular momentum of the system in flight phase is conserved as the robot is

not furnished with external gas jets. The kinematic model for the hopping robot
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in flight phase is given by the following state-space equation [12]:

ψ̇ = u1

l̇ = u2 (4.10)

θ̇ = − m (l + d)2

I +m (l + d)2
u1

The configuration variable ψ denotes hip angle of the robot during flying, l is

length of the leg elongation and θ is the angle as shown in Figure 4.1. Also m

is the mass of leg concentrating at the foot, I is the moment of inertia and d is

the lenght of upper leg. For simplicity, let us assume that d = m = I = 1 and

introduce a new set of variables x , (x1, x2, x3) = (ψ, l+1, θ), the kinematic model

of (4.10) can be stated as:

ẋ1 = u1

ẋ2 = u2

ẋ3 = − x22
1 + x22

u1

or in compact vector form as:

ẋ = Y1(x)u1 + Y2(x)u2, x ∈ R3 (4.11)

where Y1(x) =


1

0

− x22
1 + x22

 and Y2(x) =


0

1

0

 .

The kinematic model (4.11) has the two properties mentioned in Sec 4.2.2. In

order to verify the second assumption, it is sufficient to calculate the following Lie

brackets of Y1(x) and Y2(x):

[Y1, Y2](x) =


0

0
2x2

(1 + x22)
2


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Y3(x) , [Y2, [Y1, Y2]](x) =


0

0

2− 6x22

(1 + x22)
3


which satisfy the LARC condition, i.e.

span{Y1, Y2, Y3}(x) = R3 ∀x ∈ R3

The extended system for (4.11) is given as:

ẋ = Y1(x)u1 + Y2(x)u2 + Y3(x)u3 = G(x)u (4.12)

where

G(x) =
[
Y1(x) Y2(x) Y3(x)

]
=


1 0 0

0 1 0

− x22
1 + x22

0
2− 6x22

(1 + x22)
3


and u =

[
u1 u2 u3

]T
The extended system can be asymptotically stabilized by

choosing u = G(x)−1(−x) . After applying the steps 1 - 5 on the hopping robot,

we achieve the desired results given in the following subsection.

Simulation Results

Figure 4.2 shows simulation results of the applied algorithm on the model of hop-

ping robot in actuator failure mode. Verification has been carried out for various

initial conditions and time response of states (original and the extended system)

is shown here for the initial condition (-1,3,4,1,-3,-4). xi are the time trajectories

of the original system, whereas, xie are the trajectories of the extended system.

The time trajectories show that all states are going towards zero for the initial

condition. Also, it can be seen that the unknown variable v , estimated v̂ and the

error signal ṽ = v − v̂ , all are also converging towards zero, thus validating the

correctness of the proposed algorithm.
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Note: Metric convention is used throughout in this thesis. Time is expressed in

seconds, whereas, distance is expressed in meters.

4.2.6.2 Firetruck Model

The fire truck model is a nonholonomic system having three control inputs and

overall six configuration variables. The controllability Lie algebra of this model

has two Lie brackets of depth one and one of depth two. By defining the states as

(x1, x2, x3, x4, x5, x6)
T def= (x, ϕ0, ϕ1, θ0, θ1, y)T in the kinematic model of fire truck

[80] and keeping l0 = l1 = 1, we get the following model:

ẋ = Y1(x)u1 + Y2(x)u2 + Y3(x)u3 (4.13)

where

Y1(x) =



1

0

0

tanx2 secx4

− sin(x3 − x4 + x5) secx3 secx4

tanx4


, Y2(x) =



0

1

0

0

0

0


, Y3(x) =



0

0

1

0

0

0



In order to verify the second proposition given in Sec 4.2.2., it is sufficient to

calculate the following Lie brackets:

Y4(x)
def
= [Y1, Y2](x) =



0

0

0

−(secx2)
2 secx4

0

0


,
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Figure 4.2: (a) Time response of the Hopping Robot in Actuator Failure
Mode corresponding to initial condition (-1,3,4,1,-3,-4) (b) Time response of

v, v̂, e = v − v̂ and the control effort
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Y5(x)
def
= [Y1, Y3](x) =



0

0

0

0

secx3 secx4 cos(x3 − x4 + x5) + sin(x3 − x4 + x5) tanx3

0



Y6(x)
def
= [Y1, [Y1, Y2]](x)

=



0

0

0

0

(secx2 secx4)
2 secx3 cos(x3 − x4 + x5)− sin(x3 − x4 + x5) tanx4

(secx2)
2(secx5)

3


The LARC condition namely,

span{Y1(x), Y2(x), · · · , Y6(x)} = R6, ∀ x ∈M

is satisfied if the motion of firetruck is restricted to the manifold

M
def
= {x ∈ R6 : |xi| <

π

2
, i = 2, 3, 4}

Therefore, ensuring that the system (4.13) satisfies the conditions for LARC.

The extended system for (4.13) is given as:

ẋ = Y1(x)ū1 +Y2(x)ū2 +Y3(x)ū3 +Y4(x)ū4 +Y5(x)ū5 +Y6(x)ū6 = G(x)ū (4.14)
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where

G(x) =
[
Y1(x) Y2(x) Y3(x) Y4(x) Y5(x) Y6(x)

]

=



1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

tanx2 secx4 0 0 −(secx2)
2 secx4 0 0

b1 0 0 0 b2 b3

tanx4 0 0 0 0 (secx2)
2(secx4)

3



with b1 = − sin(x3 − x4 + x5) secx3 secx4,

b2 = secx3 secx4 cos(x3 − x4 + x5) + sin(x3 − x4 + x5) tanx3,

b3 = (secx2 secx4)
2 secx3 cos(x3 − x4 + x5)− sin(x3 − x4 + x5) tanx4

and ū =
[
ū1 ū2 ū3 ū4 ū5 ū6

]T
The extended system can be asymptotically stabilized by choosing ū = G(x)−1(−x) .

After applying the steps 1 - 5 on the firetruck system, we achieve the desired results

given in the following subsection.

Simulation Results

Figure 4.3 shows simulation results of the applied algorithm on the model of

firetruck. Again the verification has been carried out for various initial con-

ditions and the results are shown for the initial condition (0.9,-0.7,0.8,-0.6,0.5,-

0.4,-0.9,0.7,-0.8,0.6,-0.5,0.4). xi are the time trajectories of the original system,

whereas, xie are the trajectories of the extended system. Time trajectories show

that all the states are converging towards zero for the initial condition. Also, it can

be seen that the unknown variable v , estimated v̂ and the error signal ṽ = v− v̂ ,

all are also going towards zero, thus validating the correctness of the proposed

algorithm.
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Figure 4.3: (a) Time response of the fire truck corresponding to initial condi-
tion (b) Time response of v, v̂ ande = v − v̂. (c) The control effort
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Next, we consider the unperturbed FONHS in chained form.

4.3 Problem Formulation : FONHS in Chained

Form

Here, we will first convert the FONHS in chained form. Then a slightly different

methodology (Method-2) is proposed for the problem of stabilizing FONHS in

chained form; though, the proposed Method-1 of Section 4.2.5 is equally applicable.

4.3.1 First-Order Chained Form Systems

It has been shown in [47] that FONHS described by (4.1) can be globally/locally

modified to the chained form under a control mapping and a coordinate transfor-

mation. As a consequence, the chained form has been adopted as a canonical form

in control design and analysis of nonholonomic systems. This modified form is

also similar to skew-symmetric chained form [4] and the power canonical form [26]

and their dynamic extension has been investigated in [12]. The simplest chained

system obtained from (4.1) is a nonlinear system which has two control inputs

(v1, v2) and n outputs x1, x2, · · · , xn, where n > 2. The general form is:

ẋ1 = v1

ẋ2 = v2

ẋ3 = x2v1 (4.15)

...

ẋn = xn−1v1

In [12], it has been proved that any FONHS model can be transformed into chained

form as in the case of cars with trailers or unicycles.
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4.3.2 Stabilization Problem

Given a desired set point xdes ∈ Rn, design feedback control laws so that the

desired point xdes is an attractive set for system (4.1) and there exists an ε > 0,

such that x(t; t0, x0)→ xdes as t→∞ for any (t0, x0) ∈ R+ ×B(xdes; ε).

For stabilization problem, we can take xdes = 0 which is achieved by a suitable

translation of the coordinate system. Also, both assumptions mentioned in Section

4.2.2 are applicable to the control problem.

4.3.3 Adaptive Integral Sliding Mode Control

We propose a simple yet elegant method for designing the stabilizing control laws

for nonholonomic chained form systems. The method depends on adaptive ISMC.

First, the chained form system is converted into a special construction that com-

prises nominal portion and unknowns. Adaptive method is used to compute these

unknown terms. A stabilizing control called nominal control is constructed for the

nominal system by choosing a Hurwitz sliding surface called the nominal surface.

Then for the original system, the sliding surface is chosen as the nominal sliding

surface plus an integral term. The stabilizing control for chained form is designed

comprising of the nominal control and compensator control. A suitable Lyapunov

function is used to verify that the closed-loop systems stability is guaranteed and

the systems behaviour on the sliding surface is similar to the nominal system.
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4.3.4 The Proposed Algorithm : Method-2

Step 1: Transform the system (4.15) by choosing v1 = x3 and v2 = v, where v is

the new input:

ẋ1 = x3

ẋ2 = v

ẋ3 = x2x3 (4.16)

ẋ4 = x23
...

ẋn−1 = xn−2x3

ẋn = xn−1x3

Step 2: Write the above system (4.16) as:

ẋ1 = x3

ẋ3 = x2x3

ẋ4 = x23 (4.17)

...

ẋn−1 = xn−2x3

ẋn = xn−1x3

ẋ2 = v
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After some manipulation, system (4.17) can be written as:

ẋ1 = x3

ẋ3 = x4 + F3

ẋ4 = x5 + F4 (4.18)

...

ẋn−1 = xn + Fn−1

ẋn = x2 + Fn

ẋ2 = v

where Fi = −xi+1 + xn−1x3, i = 3, · · · , n− 1 and Fn = −x2 + xn−1x3

Step 3: Now, assume that Fi are unknowns and can be computed adaptively.

Let F̂i be an estimate of Fi and F̃i = Fi − F̂i be the errors in estimation of

Fi, i = 3, · · · , n− 1 respectively. Then, system (4.18) can be written as:

ẋ1 = x3

ẋ3 = x4 + F̂3 + F̃3

ẋ4 = x5 + F̂4 + F̃4 (4.19)

...

ẋn−1 = xn + F̂n−1 + F̃n−1

ẋn = x2 + F̂n + F̃n

ẋ2 = v
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Step 4: The nominal system for (4.19) becomes:

ẋ1 = x3

ẋ3 = x4

ẋ4 = x5 (4.20)

...

ẋn−1 = xn

ẋn = x2

ẋ2 = v0

Now, choose a sliding surface for (4.20) as s0 = x1 +
n∑
i=3

cixi + x2, where ci > 0 are

selected in a way that s0 becomes Hurwitz polynomial. Then

ṡ0 = ẋ1 +
n∑
i=3

ciẋi + ẋ2 = x3 +
n∑
i=3

cixi+1 + v0

Then, by taking

v0 = −x3 −
n∑
i=3

cixi+1 − ks0, k > 0

we get ṡ0 = −ks0. Thus, the nominal system (4.20) is asymptotically stable.

Step 5: Define the sliding surface for (4.19) as s = s0 + z, where z is the inte-

gral part that is computed afterwards. Select z(0) such that s(0) = 0 to avoid

the reaching phase,. Take v = v0 + vs, where v0 is the nominal part and vs is

compensator part that is computed afterwards. Then,

ṡ = ṡ0 + ż = ẋ1 +
n∑
i=3

ciẋi + ẋ2 + ż = x3 +
n∑
i=3

cixi+1 + v0 + vs + ż

Step 6: Now, by choosing a Lyapunov function V = 1
2
s2 + 1

2

n−1∑
i=1

F̃ 2
i , design the

adaptive laws for F̃i and F̂i, i = 1, · · · , n− 1 and compute vs such that V̇ < 0.
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Since,

V̇ = sṡ+
n−1∑
i=1

F̃i
˙̃
iF

= s(x3 +
n∑
i=3

cixi+1 + F̂i + F̃i + v0 + vs + ż ) +
n∑
i=3

F̃i
˙̃F i

= s(x3 +
n∑
i=3

cixi+1 + F̂i + v0 + vs + ż) +
n∑
i=3

F̃i(
˙̃F i + cis )

Therefore, by using

ż = −x3 −
n∑
i=3

cixi+1 − v0

vs = −
n∑
i=3

ciF̂i − k sgn(s)

˙̃F i = −cis− ki F̃i, k, ki > 0, i = 3, · · · , n
˙̂
F i = − ˙̃F i

we have V̇ = − k s sgn(s) −
n∑
i=3

kiF̃
2
i < 0. From this we conclude that s, F̃i → 0.

Since s→ 0, therefore x → 0 .

4.3.5 Application Examples

4.3.5.1 Four-Wheel Car

The front-wheel car, as shown in Figure 4.4, represents four-dimensional system

having control deficiency of second order. Its Lie algebra contains Lie brackets

of depth one and two. The front wheels of the car are allowed to spin about the

vertical axes, while the rear wheels are aligned with the car. The constraints on

the system appear when the wheels are allowed to spin and roll, however slipping

is not allowed.

Let the configuration of car is denoted by (x, y, θ, φ), parameterized by xy location

of the rear wheel. Let θ denote the angle of the car relative to the horizontal axis
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Figure 4.4: Kinematic Model of a Four-wheel Car.

and φ be the steering angle relative to the car. By setting the sideways velocity of

the car to zero, the constraints for the front and rear wheels are established. Thus,

the velocity of the rear wheels perpendicular to their direction is sin θẋ − cos θẏ

and the velocity of the front wheels is sin(θ + φ)ẋ − cos(θ + φ)ẏ − lθ̇ cosφ. The

Pfaffian constraints on the car are:

sin θẋ− cos θẏ = 0

sin(θ + φ)ẋ− cos(θ + φ)ẏ − lθ̇ cosφ = 0

Now, choosing u1 as the driving velocity and u2 as the steering velocity, the control

system can be given as:


ẋ

ẏ

θ̇

φ̇

 =


cos θ

sin θ
1

l
tanφ

0

u1 +


0

0

0

1

u2 (4.21)



1st Order Perturbed Systems Chained Form 69

The following transformation

x1 = x

x2 =
1

l
sec3 θ tanφ

x3 = tan θ

x4 = y

v1 = cos θ u1

v2 = −3

l
tan θ sin2 φu1 + lcos3 θcos2φu2

converts the system (4.21) into the following chained form system:

ẋ1 = v1

ẋ2 = v2

ẋ3 = x2v1 (4.22)

ẋ4 = x3v1

or

ẋ = Y1(x)u1 + Y2(x)u2, x ∈ R4

where Y1(x) =


1

0

x2

x3

 and Y2(x) =


0

1

0

0

 .

The kinematic model (4.22) has the two properties mentioned in Sec 4.2.2. In

order to verify the second assumption, it is sufficient to calculate the following Lie

brackets of Y1(x) and Y2(x):

Y3(x) , [Y1, Y2](x) =


0

0

−1

0

 , Y4(x) , [Y1, Y3](x) =


0

0

0

1


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which satisfy the LARC condition, i.e.

span{Y1, Y2, Y3, Y4}(x) = R4 ∀x ∈ R4

After applying the steps 1 - 6 as mentioned in Section 4.3.4 on the front wheel

car model in chained form, we achieve the desired results given in the following

subsection.

Simulation Results

Figure 4.5 shows simulation results of the applied algorithm on the model of four-

wheel car. Here, the verification has been carried out for various initial conditions

of state including (1,-2,pi/6,-pi/4). Time trajectories show that all the states are

going towards zero for the initial condition, thus validating the correctness of the

proposed algorithm.

4.3.5.2 Firetruck Model

The fire truck model is a nonholonomic system having three control inputs and

overall six configuration variables. The controllability Lie algebra of this model

has two Lie brackets of depth one and one Lie bracket of depth two. By defining

the states as (x1, x2, x3, x4, x5, x6)
T def= (x, ϕ0, ϕ1, θ0, θ1, y)T in the kinematic model

of fire truck [80] and keeping l0 = l1 = 1, we get the following model:

ẋ = Y1(x)u1 + Y2(x)u2 + Y3(x)u3 (4.23)
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Figure 4.5: (a) Time response of four-wheel car corresponding to initial con-
dition (1,-2,pi/6,-pi/4) (b) Time response of the control effort
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where

Y1(x) =



1

0

0

tanx2 secx4

− sin(x3 − x4 + x5) secx3 secx4

tanx4


, Y2(x) =



0

1

0

0

0

0


, Y3(x) =



0

0

1

0

0

0



In order to verify the second proposition given in Sec 4.2.2., it is sufficient to

calculate the following Lie brackets:

Y4(x)
def
= [Y1, Y2](x) =



0

0

0

−(secx2)
2 secx4

0

0


,

Y5(x)
def
= [Y1, Y3](x) =



0

0

0

0

secx3 secx4 cos(x3 − x4 + x5) + sin(x3 − x4 + x5) tanx3

0



Y6(x)
def
= [Y1, [Y1, Y2]](x)
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=



0

0

0

0

(secx2 secx4)
2 secx3 cos(x3 − x4 + x5)− sin(x3 − x4 + x5) tanx4

(secx2)
2(secx5)

3


It is evident that if the system motion of is restricted to the manifold

M
def
= {x ∈ R6 : |xi| <

π

2
, i = 2, 3, 4}

then the LARC condition is satisfied.

The following transformation, given in [81]

z1 = x1

z2 = sec3x4tanx3

z3 = tanx4

z4 = x2

z5 = − sin(x5 − x4 + x6) secx4 secx5

z6 = x6

v1 = ū1 = cosx4u1

v2 = a1ū1 + a2u2

v3 = a3ū1 + a4u3

where

a1 = 3 tan2 x3 tanx4 sec4 x4, a2 = sec2 x3 sec3 x4

a3 = cos(x5 − x4 + x6) tanx3 secx5 sec2 x4 + cos(x5 − x4 + x6) sin(x5 − x4 + x6)

sec2 x5 sec2 x4 − sin(x5 − x4 + x6) secx5 sec2 x4 tanx3 tanx4
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a4 = − cos(x5 − x4 + x6) secx4 secx5 − sin(x5 − x4 + x6) secx5 secx4 tanx5

converts the nonholonomic firetruck model system into the following chained form

system:

ẋ1 = v1

ẋ2 = v2

ẋ3 = x2v1 (4.24)

ẋ4 = x3v1

ẋ5 = v3

ẋ6 = x5v1

After applying the steps 1 - 6 as mentioned in Section 4.3.4 on the firetruck system

in chained form, we achieve the desired results given in the following subsection.

Simulation Results

Figure 4.6 shows simulation results of the applied algorithm on the model of

firetruck. Here, the verification has been carried out for various initial condi-

tions of state including (1,2,-pi/4,pi/4,pi/3,-pi/3). Time trajectories show that

all the states are going towards zero for the initial condition, thus validating the

correctness of the proposed algorithm.

Next, we consider the perturbed FONHS in chained form. An underwater vehicle

model is considered as a model example. Two different kinds of perturbation are

investigated as case studies.

4.4 Problem Formulation : Perturbed FONHS

in Chained Form

Recently, there has been an increasing interest in designing and implementation

of robust controllers for FONHS such as underwater vehicles. The underwater
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Figure 4.6: (a) Time response of four-wheel car corresponding to initial con-
dition (1,2,-pi/4,pi/4,pi/3,-pi/3) (b) Time response of the control effort
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vehicles are useful in performing vital roles in the monitoring of coastal shallow-

water regions, environmental surveying, offshore oil installations, undersea ca-

ble/pipeline inspection, oil/mineral explorations, homeland security and many

other underwater tasks ([82], [83]). These survey papers provide a useful and

relevant overview on the control of Autonomous Underwater Vehicles (AUVs). In

[84], a tracking control of under-actuated AUV was designed in the presence of

unknown ocean currents; whereas, position-based control of an underwater robotic

system for maintaining position in the presence of ocean currents was presented in

[85]. A hybrid control for dynamic positioning of an under-actuated marine sys-

tem was proposed in [86] and a second-order sliding mode controller was designed

for AUV in the presence of unknown disturbances in [87]. Neural network based

control technique for controlling the trajectory of AUVs was presented in [88].

A backstepping based adaptive tracking control design for under-actuated AUVs

has been reported in [89]. In [90], a robust control of variable speed AUV was

designed. Also, point stabilization for an underwater vessel in the presence of sea

currents was proposed by [91]. Some recent practical applications of sliding mode

control include control of steerable needles [92], nonlinear control of an unmanned

agricultural tractor [93] and impedance control of a piezoelectric microgripper [94].

Owing to the presence of nonholonomic constraints, the kinematic model of AUVs

is best described by:

ż =
m∑
i=1

gi(z) ui, z ∈ Rn (4.25)

where ui, i = 1, · · · ,m, m < n are locally bounded piece-wise continuous control

functions defined on the interval [0,∞) and gi are independent vector fields on Rn.

An important feature of nonholonomic mechanical systems described by (4.25) is

that the number of inputs is fewer than the degrees of freedom.

4.4.1 Kinematic Model of Underwater Vehicle

Consider a model of an underwater vehicle as shown in Figure 4.7.
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Figure 4.7: Autonomous Underwater Vehicle.

The two frames of reference used for deriving the AUV model include the inertial

frame (O−XY Z) and the local frame (c−xyz). The local frame is attached to the

vehicle at its centre c. Motion of the vehicle is described by using six coordinates,

three for position (x, y, z) and three for the vehicle orientation (ϕ, θ, ψ). The

Euler angle ϕ corresponds to the roll motion, while ψ and θ represent yaw and

pitch motions respectively.

The velocity of underwater vehicle is represented by v and its components along

the x, y and z axes are given by [95]:


ẋ

ẏ

ż

 =


v cosψ cos θ

v sinψ cos θ

−v sin θ

 (4.26)

The relationship between the angular velocity ω = (ωx, ωy, ωz)
T and time rate

of the Euler angles in the local frame is given as:
ϕ̇

θ̇

ψ̇

 =


1 sinϕ tan θ cosϕ tan θ

0 cosϕ − sinϕ

0 sinϕ sec θ cosϕ sec θ



ωx

ωy

ωz

 (4.27)
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After combining (4.26) and (4.27) and using a modified set of state and control

variables as η = ( x, y, z, ϕ, θ, ψ)T and (u1, u2, u3, u4) = (v, ωx, ωy, ωz) yields

kinematic model for the underwater vehicle as:

η̇ =



ẋ

ẏ

ż

ϕ̇

θ̇

ψ̇


=



cosψ cos θ

sinψ cos θ

− sin θ

0

0

0


u1 +



0

0

0

1

0

0


u2 +



0

0

0

sinϕ tan θ

cosϕ

sinϕ sec θ


u3 +



0

0

0

cosϕ tan θ

− sinϕ

cosϕ sec θ


u4

or in compact form as:

η̇ = g1(η) u1 + g2(η) u2 + g3(η) u3 + g4(η) u4 (4.28)

4.4.2 Case Studies

Two different cases of uncertainties are considered here and robust stabilizing

control algorithm is developed for both cases. Details of the case studies are as

follows:

Case Study 1: Here, it is assumed that the perturbation is present only in one

control input. Consider the above system (4.28) and choose

u1 =
1

cosψ cos θ
ū1,

where ψ, θ 6= π
2

and ū1 is the new input. Then, system (4.28) can be written as:

η̇ = ḡ1(η) ū1 + g2(η) u2 + g3(η) u3 + g4(η) u4 (4.29)
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where

ḡ1(η) = [1 tanψ − secψ tan θ 0 0 0]
T

g2(η) = [0 0 0 1 0 0]
T

g3(η) = [0 0 0 sinϕ tan θ cosϕ sinϕ sec θ]
T

g4(η) = [0 0 0 cosϕ tan θ − sinϕ cosϕ sec θ]
T

with η ∈ Rn and ui, i = 1, · · · , 4 are scalar control inputs.

Now, u4 is assumed to be perturbed as

u4 = ū4 + ∆(η, t)

where ∆(η, t) is an unknown scalar function bounded by time derivatives and

known bound i.e. |∆(η, t)| < M .

Case Study 2: In this case, the perturbation is considered to be present in the

overall system model. Therefore, the underwater vehicle model (4.29) with some

nonlinear uncertainties can be written as:

η̇ = ḡ1(η) ū1 + g2(η) u2 + g3(η) u3 + g4(η) u4 + p(η, t) (4.30)

where p(η, t) ∈ R6 is an additive perturbation in the system model. Also, it is

assumed that the additive uncertainties are in matched form.

4.4.3 The Control Problem

Given a desired point ηdes ∈ Rn, design stabilizing control laws in form of inputs

ui : Rn → R, i = 1, · · · , 4 so that the desired point ηdes is an attractive set for

(4.29) and (4.30) in spite of the additive uncertainties and there exists an ε > 0

such that η(t ; 0, η0)→ ηdes as t→∞ for any η0 ∈ B(ηdes ; ε).
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Also, it is assumed without any loss of generality that ηdes = 0 can be obtained

by a suitable translation of the coordinate system.

The kinematic model of AUV given by (4.28) satisfies the two propositions men-

tioned in Section 4.2.2, i.e. the vector fields g1, g2, g3 and g4 are linearly indepen-

dent and the system (4.28) is completely controllable on the manifold M = {η =

(x, y, z, ϕ, θ, ψ)T ∈ R6 : |ϕ| < π
2
} as it satisfies the LARC for controllability on

M . In order to prove this, it is sufficient to compute the Lie brackets given below:

g5(η) = [g1, g3](η) =



sin θ cosψ cosϕ+ sinϕ sinψ

sin θ sinψ cosϕ− sinϕ cosψ

cosϕ cos θ

0

0

0



g6(η) = [g1, g4](η) =



− sinϕ sin θ cosψ + cosϕ sinψ

− sinϕ sin θ sinψ − cosϕ cosψ

− sinϕ cos θ

0

0

0


It is now straight-forward to verify that if the system motion is restricted to the

manifold M , then {g1, g2, g3, g4, g5, g6} are linearly independent, thus, satisfying

the LARC condition, i.e.

span{g1(η), · · · , g6(η)} = R6 ∀ η ∈M

4.4.4 Conversion into Chained Form

The original system is, first of all, transformed into a perturbed chained form sys-

tem. Then the perturbed chained form is further modified into a special structure
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comprising nominal portion and unknowns through input transformation.

Using the following state transformation,

x1 = x

x2 = tanψ

x3 = y (4.31)

x4 = − tan θ secψ

x5 = z

x6 = ϕ

i.e. x =
[
x1 x2 x3 x4 x5 x6

]T
and input transformation,


v1

v2

v3

v4

 =


1 0 0 0

0 0 a1 a2

0 0 a3 a4

0 1 a5 a6




ū1

u2

u3

u4

 i.e. v = Au (4.32)

where

a1 =
sin θ

cosϕcos2ψ
, a2 =

cos θ

cosϕcos2ψ
, a3 =

− cosϕ cosψ − sinϕ sin θ sinψ

cos2θcos2ψ

a4 =
sinϕ cosψ − cosϕ sin θ sinψ

cos2θcos2ψ
, a5 =

sinϕ sin θ

cos θ
, a6 =

cosϕ sin θ

cos θ

|A| = 1

(cos θ cosψ)3
6= 0 if ψ, θ 6= π

2
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the system (4.29) can be written in chained form as:

ẋ1 = v1

ẋ2 = v2

ẋ3 = x2v1 (4.33)

ẋ4 = v3

ẋ5 = x4v1

ẋ6 = v4

4.4.4.1 Bounded Uncertainty in Control Input

The control problem is resolved by first modifying the model (4.29) into the fol-

lowing chained form containing the uncertainty term with v4. The system is,

therefore, complicated by the presence of a bounded disturbance affecting the last

equation,

ẋ1 = v1

ẋ2 = v2

ẋ3 = x2v1 (4.34)

ẋ4 = v3

ẋ5 = x4v1

ẋ6 = v4 + ∆(x, t)

where ∆(x, t) is unknown scalar function bounded with first time derivatives and

with known bound i.e. |∆(x, t)| < M .
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4.4.4.2 Model-Level Perturbation

Here, consider system (4.30) along with model level perturbation as:

η̇ = ḡ1(η) ū1 + g2(η) u2 + g3(η) u3 + g4(η) u4 + p(η, t) (4.35)

where

ḡ1(η) = [1 tanψ − secψ tan θ 0 0 0]
T

g2(η) = [0 0 0 1 0 0]
T

g3(η) = [0 0 0 sinϕ tan θ cosϕ sinϕ sec θ]
T

g4(η) = [0 0 0 cosϕ tan θ − sinϕ cosϕ sec θ]
T

and p(η, t) ∈ span{ḡ1(η) , g2(η), g3(η) , g4(η) }, ∀ t

According to [96], if p(η, t) ∈ span{ḡ1(η) , g2(η), g3(η) , g4(η) } is in matched form,

then under coordinate change and state feedback (4.35) can, locally or globally,

be transformed into:

ẋ1 = v1 + p1(x, t)

ẋ2 = v2 + p2(x, t)

ẋ3 = x2(v1 + p1(x, t)) (4.36)

ẋ4 = v3 + p3(x, t)

ẋ5 = x4(v1 + p1(x, t))

ẋ6 = v4 + p4(x, t)

where the perturbations are p1(x, t) = x1ϕ1(x, t)θ1, p2(x, t) = x2ϕ2(x, t)θ2, p3(x, t) =

x4ϕ3(x, t)θ3 and p4(x, t) = x6ϕ4(x, t)θ4 with known nonlinear functions ϕi(x, t), i =

1, · · · , 4 and unknown constants θi, i = 1, · · · , 4. Let θ̂i be estimates of θi and let

θ̃i = θi − θ̂i, i = 1, · · · , 4 be errors in estimation of θi.
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4.4.5 Case Study 1: Stabilizing Algorithm for Perturbed

Control Input

The original underwater vehicle system (4.29) is, first of all, transformed into

a perturbed chained form system (4.34). Then, the perturbed chained form is

further modified into a special structure comprising nominal portion and some

unknowns through input transformation. Adaptive method is used to compute the

unknowns and the transformed system is stabilized using ISMC. The controller for

the transformed system consists of nominal and compensator control. Details of

the stabilizing algorithm are presented in the subsection.

4.4.5.1 Control Algorithm

Primarily the algorithm is an application of proposed Method-2 earlier presented

in detail in Section 4.3.5.

Step 1: Choose v1 = x2, v2 = x3, v3 = x5 and v4 = v. Then, system (4.34)

becomes:

ẋ1 = x2

ẋ2 = x3

ẋ3 = x22 (4.37)

ẋ4 = x5

ẋ5 = x3x2

ẋ6 = v + ∆(t)
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Step 2: After some manipulation, the above system (4.37) can be written as:

ẋ1 = x2

ẋ2 = x3

ẋ3 = x4 + F3 (4.38)

ẋ4 = x5

ẋ5 = x6 + F5

ẋ6 = v + ∆(t)

where F3 = −x4 + x22, F5 = −x6 + x3x2

Step 3: Now, assume that F3 and F5 are unknowns and can be computed adap-

tively. Let F̂i be an estimate of Fi, i = 3, 5 respectively and F̃i = Fi − F̂i be

the errors in estimation of Fi, i = 3, 5 respectively. Then, system (4.38) can be

written as:

ẋ1 = x2

ẋ2 = x3

ẋ3 = x4 + F̂3 + F̃3 (4.39)

ẋ4 = x5

ẋ5 = x6 + F̂5 + F̃5

ẋ6 = v + ∆(t)

Step 4: The nominal system for (4.39) becomes:

ẋi = xi+1, i = 1, · · · , 5

ẋ6 = v0 (4.40)

Now, choose a sliding surface for (4.40) as σ0 = (1 + d
dt

)
5
x1, i.e.

σ0 = x1 + 5x2 + 10x3 + 10x4 + 5x5 + x6
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and

σ̇0 = ẋ1 + 5ẋ2 + 10ẋ3 + 10ẋ4 + 5ẋ5 + ẋ6

= x2 + 5x3 + 10x4 + 10x5 + 5x6 + v0

Then, by taking

v0 = −x2 − 5x3 − 10x4 − 10x5 − 5x6 − kσ0, k > 0

we get σ̇0 = −kσ0. Thus, the nominal system (4.40) is asymptotically stable.

Step 5: Select the sliding surface for (4.39) as σ = σ0 + β, where β is computed

later and it is the integral term. Select β(0) such that σ(0) = 0 to avoid the reach-

ing phase. Take v = v0 + vs, where v0 is the nominal part and vs is compensator

part that is computed afterwards. Then,

σ̇ = σ̇0 + β̇ = ẋ1 + 5ẋ2 + 10ẋ3 + 10ẋ4 + 5ẋ5 + ẋ6 + β̇

= x2 + 5x3 + 10x4 + 10F̂3 + 10F̃3 + 10x5 + 5x6 + 5F̂5 + 5F̃5

+ v0 + vs + ∆(t) + β̇ (4.41)

Step 6: Now, by choosing a Lyapunov function V = 1
2
σ2 + 1

2
F̃ 2
3 + 1

2
F̃ 2
5 , design the

adaptive laws for F̃i and F̂i, i = 3, 5 and compute vs such that V̇ < 0.

Since,

V̇ = σσ̇ + F̃3
˙̃F 3 + F̃5

˙̃F 5

= σ(x2 + 5x3 + 10x4 + 10F̂3 + 10F̃3 + 10x5 + 5x6 + 5F̂5 + 5F̃5

+ v0 + vs + β̇ ) + F̃3
˙̃F 3 + F̃5

˙̃F 5

= σ(x2 + 5x3 + 10x4 + 10x5 + 5x6 + 10F̂3 + 5F̂5 + v0 + vs

+ ∆(t) + β̇) + F̃3(
˙̃F 3 + 10σ ) + F̃5(

˙̃F 5 + 5σ )
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Therefore, by using

β̇ = −x2 − 5x3 − 10x4 − 10x5 − 5x6 − v0

vs = −10F̂3 − 5F̂5 − k sgn(σ), k > M

˙̃F 5 = −10σ − k1 F̃3

˙̃F 5 = −5σ − k2 F̃5

˙̂
F 3 = − ˙̃F 3 ,

˙̂
F 5 = − ˙̃F 5

we have V̇ = − k σ sgn(σ) − k1F̃
2
3 − k2F̃

2
5 < 0. From this we conclude that

σ, F̃3, F̃5 → 0. Since σ → 0, therefore x → 0 .

4.4.5.2 Simulation Results

Figures 4.8 and 4.9 show simulation results for the underwater vehicle without and

with the uncertainty term added in the control input. The simulations are carried

out for the same initial conditions (x(0), y(0), z(0), ϕ(0), θ(0), ψ(0)) = (2, 0, −

2,π/6, π/8, π/5) so that the effect of uncertainty can be observed. The applied

uncertainty in the control input is 0.5 sin(2t) + 0.4 cos(t) +x3 x2 t. As can be seen,

the system states converge to zero for both the systems with and without the

uncertainty, thus, validating the correctness of the applied algorithm. Therefore,

the control objective to stabilize the underwater vehicle having any random initial

condition has been achieved.

4.4.6 Case Study 2: Stabilizing Algorithm for Perturbed

System Model

Again the original system (4.30) is, first of all, transformed into a perturbed

chained form system (4.36). Afterwards, the perturbed chained form is further

modified into a special structure comprising of nominal portion and unknowns

through input transformation. Details of the proposed algorithm are presented

next in the subsection.
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Figure 4.8: System Trajectory without any uncertainty (a) System states
corresponding to initial condition (2, 0, − 2,π/6, π/8, π/5) (b) Control effort

u = (u1, u2, u3, u4)
T
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Figure 4.9: System Trajectory with Uncertainty (a) System states cor-
responding to initial condition (2, 0, − 2,π/6, π/8, π/5) (b) Control Effort

u = (u1, u2, u3, u4)
T
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4.4.6.1 Control Algorithm

Step 1: After decomposing unknown constants into estimated values and errors

in estimated values, the system (4.36) can be rewritten as:

ẋ1 = v1 + x1ϕ1(x, t)θ̂1 + x1ϕ1(x, t)θ̃1

ẋ2 = v2 + x2ϕ2(x, t)θ̂2 + x2ϕ2(x, t)θ̃2

ẋ3 = x2(v1 + x1ϕ1(x, t)θ̂1 + x1ϕ1(x, t)θ̃1) (4.42)

ẋ4 = v3 + x4ϕ3(x, t)θ̂3 + x4ϕ3(x, t)θ̃3

ẋ5 = x3(v1 + x1ϕ1(x, t)θ̂1 + x1ϕ1(x, t)θ̃1)

ẋ6 = v4 + x6ϕ4(x, t)θ̂4 + x6ϕ4(x, t)θ̃4

By choosing v1 = x2− x1ϕ1(x, t)θ̂1, v2 = x3− x2ϕ2(x, t)θ̂2, v3 = x5− x4ϕ3(x, t)θ̂3

and v4 = v − x6ϕ4(x, t)θ̂4, system (4.42) becomes,

ẋ1 = x2 + x1ϕ1(x, t)θ̃1

ẋ2 = x3 + x2ϕ2(x, t)θ̃2

ẋ3 = x2(x2 + x1ϕ1(x, t)θ̃1) (4.43)

ẋ4 = x5 + x4ϕ3(x, t)θ̃3

ẋ5 = x3(x2 + x1ϕ1(x, t)θ̃1)

ẋ6 = v + x6ϕ4(x, t)θ̃4
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Step 2: After some manipulation, the above system (4.43) can be written as:

ẋ1 = x2 + x1ϕ1(x, t)θ̃1

ẋ2 = x3 + x2ϕ2(x, t)θ̃2

ẋ3 = x4 + F3 + x2x1ϕ1(x, t)θ̃1 (4.44)

ẋ4 = x5 + x4ϕ3(x, t)θ̃3

ẋ5 = x6 + F5 + x2x1ϕ1(x, t)θ̃1

ẋ6 = v + x6ϕ4(x, t)θ̃4

where F3 = −x4 + x2x2, F5 = −x6 + x3x2

Step 3: Now, assume that F3 and F5 are unknown and can be computed adap-

tively. Let F̂i be an estimate of Fi, i = 3, 5 respectively and F̃i = Fi − F̂i be

the errors in estimation of Fi, i = 3, 5 respectively. Then, system (4.44) can be

written as:

ẋ1 = x2 + x1ϕ1(x, t)θ̃1

ẋ2 = x3 + x2ϕ2(x, t)θ̃2

ẋ3 = x4 + F̂3 + F̃3 + x2x1ϕ1(x, t)θ̃1 (4.45)

ẋ4 = x5 + x4ϕ3(x, t)θ̃3

ẋ5 = x6 + F̂5 + F̃5 + x2x1ϕ1(x, t)θ̃1

ẋ6 = v + x6ϕ4(x, t)θ̃4

Step 4: The nominal system for (4.45) is given as:

ẋi = xi+1, i = 1, · · · , 5

ẋ6 = v0 (4.46)

Select the sliding surface for (4.46) as σ0 = (1 +
d

dt
)
5

x1 i.e.

σ0 = x1 + 5x2 + 10x3 + 10x4 + 5x5 + x6
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then

σ̇0 = ẋ1 + 5ẋ2 + 10ẋ3 + 10ẋ4 + 5ẋ5 + ẋ6

= x2 + 5x3 + 10x4 + 10x5 + 5x6 + v0

Therefore, by taking

v0 = −x2 − 5x3 − 10x4 − 10x5 − 5x6 − kσ0, k > 0

we get σ̇0 = −kσ0. Hence, the nominal system (4.46) is asymptotically stable.

Step 5: Select the sliding surface for (4.45) as σ = σ0 + β where β is the integral

part computed afterwards. Select β(0) so that σ(0) = 0 to avoid the reaching

phase,. Taking v = v0 + vs, where v0 is the nominal part and vs is compensator

part that is computed afterwards. Therefore,

σ̇ = σ̇0 + β̇ = ẋ1 + 5ẋ2 + 10ẋ3 + 10ẋ4 + 5ẋ5 + ẋ6 + β̇

= x2 + x1ϕ1(x, t)θ̃1 + 5x3 + 5x2ϕ2(x, t)θ̃2 + 10x4 + 10F̂3 + 10F̃3

+ 10x2x1ϕ1(x, t)θ̃1 + 10x5 + 10x4ϕ3(x, t)θ̃3 + 5x6 + 5F̂5 + 5F̃5

+ 5x2x1ϕ1(x, t)θ̃1 + x6ϕ4(x, t)θ̃4 + v0 + vs + β̇

Step 6: By choosing a Lyapunov function

V =
1

2
σ2 +

1

2
F̃ 2
3 +

1

2
F̃ 2
5 +

1

2
θ̃21 +

1

2
θ̃22 +

1

2
θ̃23 +

1

2
θ̃24

design the adaptive laws for F̃i and F̂i, i = 3, 5, θ̃i and θ̂i, i = 1, ..., 4 and

compute vs such that V̇ < 0.
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Since

V̇ = σσ̇ + F̃3
˙̃F 3 + F̃5

˙̃F 5 + θ̃1
˙̃θ1 + θ̃2

˙̃θ2 + θ̃3
˙̃θ3 + θ̃4

˙̃θ4

= σ[x2 + x1ϕ1(x, t)θ̃1 + 5x3 + 5x2ϕ2(x, t)θ̃2 + 10x4 + 10F̂3 + 10F̃3

+ 10x2x1ϕ1(x, t)θ̃1 + 10x5 + 10x4ϕ3(x, t)θ̃3 + 5x6 + 5F̂5 + 5F̃5

+ 5x2x1ϕ1(x, t)θ̃1 + x6ϕ4(x, t)θ̃4 + v0 + vs + β̇ ] + F̃3
˙̃F 3 + F̃5

˙̃F 5

+ θ̃1
˙̃θ1 + θ̃2

˙̃θ2 + θ̃3
˙̃θ3 + θ̃4

˙̃θ4

= σ[x2 + 5x3 + 10x4 + 10x5 + 5x6 + 10F̂3 + 5F̂5 + v0 + vs + β̇] + F̃3(
˙̃F 3 + 10σ )

+ F̃5(
˙̃F 5 + 5σ ) + θ̃1(

˙̃θ1 + σx1ϕ1(x, t) + 10σx2x1ϕ1(x, t) + 5σx2x1ϕ1(x, t))

+ θ̃2(
˙̃θ2 + 5σx2ϕ2(x, t)) + θ̃3(

˙̃θ3 + 10σx4ϕ3(x, t)) + θ̃4(
˙̃θ4 + σx6ϕ4(x, t))

Then, by using

β̇ = −x2 − 5x3 − 10x4 − 10x5 − 5x6 − v0

vs = −10F̂3 − 5F̂5 − k sgn(σ)

˙̃F 3 = −10σ − k1 F̃3 ,
˙̃F 5 = −5σ − k2 F̃5,

˙̂
F 3 = − ˙̃F 3,

˙̂
F 5 = − ˙̃F 5,

˙̃θ1 = −σx1ϕ1(x, t)− 10σx2x1ϕ1(x, t)− 5σx2x1ϕ1(x, t)− l1θ̃1, ˙̂
θ1 = − ˙̃θ1

˙̃θ2 = −5σx2ϕ2(x, t)− l2θ̃2, ˙̂
θ2 = − ˙̃θ2

˙̃θ3 = −10σx4ϕ3(x, t)− l3θ̃3, ˙̂
θ3 = − ˙̃θ3

˙̃θ4 = −σx6ϕ4(x, t)− l4θ̃4, ˙̂
θ4 = − ˙̃θ4, li > 0, i = 1, 2, 3, 4

we have V̇ = − k σ sgn(σ)− k1F̃ 2
3 − k2F̃ 2

5 − l1θ̃21− l2θ̃22− l3θ̃23− l4θ̃24 < 0. From this,

we conclude that σ, F̃3, F̃5, θ̃i → 0. Since σ → 0, therefore x → 0 .

4.4.6.2 Simulation Results

Figures 4.10 and 4.11 show simulation results for underwater vehicle model af-

fected with uncertainties. The simulations are carried out for two different initial

conditions:

i) (0,1,-1,π /5,π /8,π /6)
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Figure 4.10: System Trajectory with perturbation in system model (a) System
states corresponding to initial condition (0,1,-1,π /5,π /8,π /6) (b) Control effort

(c) Estimated values of parameters θi, i = 1, ..., 4
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ii) (1,-1,1,π /6,π /10,π /8)

Also, following sinusoidal/nonlinear functions are used for the known functions in

the perturbations.

ϕ1(x, t) = 0.5 sin(x1) + 0.3 sin(2x2)

ϕ2(x, t) = x1 + t x3

ϕ3(x, t) = 0.2 cos(x5) + 0.5 sin(x4)

ϕ4(x, t) = x5 + x4x5 + t x6

The unknown parameters for Figure 4.10 are chosen as (θ1, θ2, θ3, θ4) = (-4,-2,4, 3),

whereas the unknown parameters for Figure 4.11 are taken as (θ1, θ2, θ3, θ4) =

(4,-3,-2,1). As can be seen from the simulation results, all the system states

converge to zero for both systems with perturbations and the estimates of θi, i =

1, · · · , 4 converge to their actual values, thus validating the correctness of the

applied algorithm.

4.5 Summary

In this chapter, different forms of FONHS are considered and proposed algorithms

are applied under various conditions to prove the robustness of the control method-

ologies. The effectiveness of the proposed technique is verified through simulation

studies. The chapter also presents a robust method for stabilization of nonholo-

nomic AUVs affected with uncertainties. The importance of this research is further

highlighted by the fact that the proposed methodology is general and can be ap-

plied to other nonholonomic mechanical systems such as wheeled mobile robots

(WMRs), helicopters, Vertical Take Off and Landing (VTOL) aircraft, robotic

manipulators and surface vehicles. At the same time, the proposed methodology

provides robustness for the whole state space as the reaching phase is eliminated

because of integral SMC.
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Figure 4.11: System Trajectory with perturbation in system model (a) System
states corresponding to initial condition (1,-1,1,π /6,π /10,π /8) (b) Control

effort (c) Estimated values of parameters θi, i = 1, ..., 4



Chapter 5

Stabilization of Second-Order

Perturbed Nonholonomic

Systems in Chained Form

This chapter presents novel solutions to the problem of stabilizing nonholonomic

systems that are expressed in canonical chained form. The methodologies are

based on adaptive ISMC. Firstly, the chained form system is converted into a

special structure, comprising nominal portion and unknowns through input trans-

formation. Then the transformed system is stabilized using ISMC control and

the unknown terms are computed adaptively. The controller for the transformed

system consists of nominal and compensator control. The proposed method is

tested on two different second-order nonholonomic systems including a 3-DOF

manipulator and a planar PPR manipulator model. Subsequently, perturbations

are included in the control input and robust stabilizing algorithm is developed in

order to overcome the uncertainties. The performance of the proposed methods is

verified through simulations.

97
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5.1 Second-Order Nonholonomic Systems

During the last couple of decades, most of the publications in the literature on non-

holonomic systems have been on mechanical systems with first-order nonholonomic

constraints. Only recently, the underactuated systems with second-order nonholo-

nomic constraints have received the attention of researchers. In [97], the authors

discovered a class of UMS with second-order nonholonomic constraints. The un-

deractuated robot manipulators, Autonomous Underwater Vehicles (AUVs), un-

deractuated surface vessels and the planar vertical take-off and landing aircraft are

examples of underactuated systems belonging to this class [97]. The main differ-

ence between the two types is that the second-order nonholonomic systems include

drift terms that make control of these much more difficult. Whereas, in general,

the second-order nonholonomic systems also do not satisfy Brockett’s necessary

condition for smooth time-invariant stabilizing static state-feedback [7] similar to

the first-order nonholonomic systems.

5.2 Second-Order Chained Form Systems

A special canonical form called the second-order chained form system is defined

as:

ÿ1 = v1

ÿ2 = v2 (5.1)

ÿ3 = y2v1

This second-order chained form plays the same role for the second-order nonholo-

nomic systems as the simple chained form system for the first-order nonholonomic

systems. Thus, the dynamics of second-order chained form system are consid-

erably simplified and, therefore, easier to control. It is well known that a class

of UMS can be transformed to second-order canonical form (5.1) by constructing
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input and coordinate transformations [11]. Systems that can be transformed into

the second-order chained form include: an underactuated planar horizontal 3-link

serial-drive PPR manipulator (PPR means two prismatic and one revolute joint),

an underactuated planar horizontal PPR manipulator with a spring-coupled third

link, an underactuated planar horizontal 3-link serial-drive RRR manipulator, a

manipulator driven by end-effector forces, an underactuated planar horizontal par-

allel drive RRR manipulator with any two joints unactuated, a planar rigid body

with an unactuated DOF, an underactuated surface vessel [8] etc.

5.3 Problem Formulation : Unperturbed Case

5.3.1 Dynamic Model of a Second-Order Nonholonomic

System

Taking a general second-order nonholonomic system described as:

D(q)q̈ + C(q, q̇)q̇ +G(q) = F (q)u (5.2)

where q ∈ Rn is the configuration vector, D(q) ∈ Rn×n is inertia matrix which is

positive definite symmetric matrix, C(q, q̇)q̇ ∈ Rn are the Centrifugal and Coriolis

terms and G(q) is the gravity term. Assuming F (q) =
[
Im 0

]T
and u ∈ Rm is

the actuator input vector in above (5.2).

5.3.2 The Stabilization Problem

Given a desired set point zdes =

qdes
q̇des

 ∈ R2n, design feedback controller u(q, q̇)

such that the desired set point zdes is an attractive set for system (5.2), such that

there exists an ε > 0 and z(t; t0, z0) → zdes, as t → ∞ for any (t0, q0) ∈

R+ ×B(zdes; ε).
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The stabilization problem is solved by converting the system (5.2) into the second-

order chained form (5.1).

5.3.3 Adaptive ISMC

The SMC has attracted the attention of researchers in recent years due to its sim-

plicity, fast response and robustness to external noise ([98], [99], [100]). Properties

of the SMC just depend on the design of the switching surface and have nothing

to do with external interferences [101]. The two phases of the SMC are the reach-

ing phase and the sliding phase. During the reaching phase, the system has no

insensitivity property. Whereas during the sliding phase the system trajectory is

forced to slide on the sliding surface. The system response depends on the param-

eters of the surface and remains insensitive to parameter variations and external

disturbances.

ISMC guarantees the robustness of motion in the whole state space ([100], [101])

because of elimination of the reaching phase. The robustness of the system, there-

fore, can be guaranteed throughout the system response starting from the initial

time instance. The integral sliding mode control combines the nominal control

that stabilizes the nominal system and a discontinuous control that rejects the

uncertainty. In this research, adaptive algorithms based on Lyapunov theory are

developed with ISMC in order to provide the solution for the whole state-space.

5.3.3.1 Proposed Algorithm : Method-1

Step 1: Define

Y =
[
y1 y2 y3

]T
and Ẏ =

[
ẏ1 ẏ2 ẏ3

]T
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as the state vector. Now, using the new state vector, the second-order chained

form system (5.1) can be stated as:

Ÿ =


1

0

y2

 v1 +


0

1

0

 v2 = g1(Y )v1 + g2(Y )v2 (5.3)

where,

g1(Y ) =
[
1 0 y2

]T
and g2(Y ) =

[
0 1 0

]T
Step 2: Compute the Lie bracket

g3(Y ) = [g1(Y ), g2(Y )] =
[
0 0 1

]T
.

Now, by adding and subtracting g3(Y )v3, the system (5.3) can be stated as:

Ÿ = g1(Y )v1 + g2(Y )v2 + g3(Y )v3 − g3(Y )v3 = Gw − v (5.4)

where, G =


1 0 0

0 1 0

y2 0 1

, w =


v1

v2

v3

 and v =


0

0

v3

.

Now, assume that v is unknown and can be computed adaptively. Let v̂ be estimate

of v and ṽ = v − v̂ be error in the estimation. Then, (5.4) can be written as:

Ÿ = Gw − v̂ − ṽ (5.5)

Step 3: Take first part of system (5.5) as the nominal system and use subscript

form w0 for the nominal input, we get:

Ÿ = Gw0 (5.6)
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Choose the sliding surface for the nominal system (5.6) as:

S0 =


s01

s02

s03

 = 2Y + Ẏ

Then,

Ṡ0 = 2Ẏ + Ÿ = 2Ẏ +Gw0

and the choice of

w0 = −G−1(2Ẏ + kS0) (5.7)

gives Ṡ0 = −kS0. Now take V = 1
2
ST0 S0 as a Lyapunov function for (5.6), which

makes V̇ = ST0 Ṡ0 = −k ST0 S0 < 0. Thus, the nominal system (5.6) is asymptoti-

cally stable.

Step 4: Now, consider complete system (5.5). Choose w = w0 + ws, where w0 is

the nominal control given at (5.7) and ws is the switching control designated as

compensator control that is determined during next step. Also, define the sliding

surface as S = S0 +R, where R =


r1

r2

r3

 is the integral vector term. Then,

Ṡ = Ṡ0 + Ṙ = 2Ẏ +Gw0 +Gws − v̂ − ṽ + Ṙ (5.8)

Step 5: By choosing a Lyapunov function V = 1
2
STS+ 1

2
ṽTΓṽ, where, Γ is a 3×3

positive diagonal matrix, design the input ws and the adaptive laws for ṽ and v̂

such that V̇ < 0.
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Theorem 5.1: Consider a Lyapunov function V = 1
2
STS + 1

2
ṽTΓṽ. Then V̇ < 0

if the input ws and the adaptive laws for ṽ and v̂ are chosen as:

Ṙ = −2Ẏ −Gw0

ws = G−1(v̂ − k sgn(S)), k > 0 (5.9)

˙̃v = Γ−1(S − Γṽ), ˙̂v = − ˙̃v

Proof. Since

V̇ = ST Ṡ + ṽTΓ ˙̃v = ST (2Ẏ +Gw0 +Gws − v̂ − ṽ + Ṙ) + ṽTΓ ˙̃v

= ST (2Ẏ +Gw0 +Gws − v̂ + Ṙ) + ṽT (Γ ˙̃v − S)

By using,

Ṙ = −2Ẏ −Gw0

ws = G−1(v̂ − k sgn(S)), k > 0

˙̃v = Γ−1(S − Γṽ), ˙̂v = − ˙̃v

we have, V̇ = − k STS − ṽTΓṽ < 0.

From this we conclude that S and ṽ → 0. Since S =


s1

s2

s3

 =


2y1 + y4

2y2 + y5

2y3 + y6

 → 0,

2y1 + y4, 2y2 + y5 and 2y3 + y6 are Hurwitz polynomial, therefore, yi , i = 1, .., 6→

0.

5.3.3.2 Proposed Algorithm : Method-2

Step 1: Define the state vector

x =
[
x1 = y1 x2 = ẏ1 x3 = y3 x4 = ẏ3 x5 = y2 x6 = ẏ2

]T
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Now, the second-order chained form system (5.1) can be written in state-space

form as:

ẋ1 = x2

ẋ2 = v1

ẋ3 = x4 (5.10)

ẋ4 = x5v1

ẋ5 = x6

ẋ6 = v2

Step 2: Transform system (5.10) into the following form by choosing v1 = x3 and

v2 = v, where v is the new input:

ẋi = xi+1 i = 1, 2, 3

ẋ4 = x5x3 (5.11)

ẋ5 = x6

ẋ6 = v

Now, write system (5.11) as:

ẋi = xi+1 i = 1, 2, 3

ẋ4 = x5 + F (5.12)

ẋ5 = x6

ẋ6 = v

where F = −x5 + h(x) and h(x) : Rn × Rm → R is a nonlinear function.

Step 3: Assume that F is the uncertainty in chained form system and let F̂ be an

estimate of F and F̃ = F − F̂ . Now apply function approximation technique pre-

sented in [102] to represent F and the estimate F̂ as F = wTφ(t) and F̂ = ŵTφ(t)
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respectively. Here we have φ(t) = [φ1(t) · · · φn(t)]T as basis vector function and

w(t) = [w1(t) · · · wn(t)]T as weight vector. Let ŵ be an estimate of w. Then we

can estimate F by estimating the weight vector as F̂ = ŵTφ(t). Define w̃ = w−ŵ,

then system (5.12) can be written as:

ẋi = xi+1 i = 1, 2, 3

ẋ4 = x5 + ŵT (t)φ(t) + w̃T (t)φ(t) (5.13)

ẋ5 = x6

ẋ6 = v

Step 4: Select the nominal system for (5.13) as:

ẋi = xi+1, i = 1, · · · , 5

ẋ6 = v0 (5.14)

Step 5: Now, define the surface for nominal part (5.14) as

s0 = x1 + 5x2 + 10x3 + 10x4 + 5x5 + x6

Then,

ṡ0 = ẋ1 + 5ẋ2 + 10ẋ3 + 10ẋ4 + 5ẋ5 + ẋ6 (5.15)

= x2 + 5x3 + 10x4 + 10x5 + 5x6 + v0

By choosing

v0 = −x2 − 5x3 − 10x4 − 10x5 − 5x6 − k s0, k > 0

we get ṡ0 = −k s0. Therefore, the nominal part (5.14) is stable in asymptotic way.
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Step 6: Now, define sliding surface for complete model (5.13) as:

s = s0 + z = x1 + 5x2 + 10x3 + 10x4 + 5x5 + x6 + z (5.16)

where z is integral part computed afterwards. Select z(0) such that s(0) = 0 to

avoid the reaching phase. Choose v = v0 + vs, where v0 is the nominal input and

vs is compensator term computed later. Then

ṡ = ẋ1 + 5ẋ2 + 10ẋ3 + 10ẋ4 + 5ẋ5 + ẋ6 + ż

= x2 + 5x3 + 10x4 + 10x5 + 10ŵTϕ+ 10w̃Tϕ+ 5x6 + v0 + vs + ż (5.17)

Step 7: Take a Lyapunov function V = 1
2
s2 + 1

2
w̃T w̃, design the adaptive laws for

w̃, ŵ and compute vs so that V̇ < 0.

Theorem 5.2: Consider a Lyapunov function V = 1
2
s2 + 1

2
w̃T w̃. Then V̇ < 0 if

the adaptive laws for w̃, ŵ and the value of vs are chosen as:

ż = −x2 − 5x3 − 10x4 − 10x5 − 5x6 − v0,

vs = −10ŵTϕ− k sgn(s)

˙̃w = −10sϕ− k1 w̃ , ˙̂w = − ˙̃w, k, k1 > 0

Proof. Since

V̇ = sṡ+ w̃T ˙̃w

= s(x2 + 5x3 + 10x4 + 10x5 + 10ŵTϕ+ 10w̃Tϕ+ 5x6 + v0 + vs + ż) + w̃T ˙̃w

= s(x2 + 5x3 + 10x4 + 10x5 + 10ŵTϕ+ 5x6 + v0 + vs + ż ) + w̃T ( ˙̃w + 10s)
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By using,

ż = −x2 − 5x3 − 10x4 − 10x5 − 5x6 − v0, vs = −10ŵTϕ− k sgn(s)

˙̃w = −10sϕ− k1 w̃

˙̂w = − ˙̃w, k, k1 > 0

we have, V̇ = − k s sgn(s)− k1w̃T w̃ < 0.

From this we conclude that s, w̃ → 0. Since s→ 0, therefore x → 0 .

In the following section, the above algorithm is applied on two different second-

order nonholonomic mechanical systems which are first transformed to second-

order chained form systems.

5.3.4 Application Example : 3-DOF Manipulator with a

Free Link

(a) (b)

Figure 5.1: (a) 3-DOF Manipulator with a Free Joint. (b) Model of Passive
Link.

Figure 5.1 shows a 3-DOF manipulator in horizontal plane. The manipulator has

first two prismatic joints that are active and these control the third unactuated

joint. It is assumed that the third free joint is a revolute around the vertical axis.
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Assign the coordinate frames ΣB, ΣL, θ, (x, y) as given in [10]. The general-

ized coordinates representing the manipulator configuration are given as (x, y, θ).

Therefore, the equations of motion according to the third link are given as [10]:

fx = mẍ−mdθ̈ sin θ −mdθ̇2 cos θ

fy = mÿ +mdθ̈ cos θ −mdθ̇2 sin θ (5.18)

0 = −mdẍ sin θ +md ÿ cos θ + (I +md2)θ̈

where I is the moment of inertia of third link around G, m is the mass of third

link, [fx, fy] is the translation force and d is the distance |OG| between the center

of gravity and the joint.

By denoting λ = d+ I/md, the system constraint becomes:

− ẍ sin θ + ÿ cos θ + λθ̈ = 0 (5.19)

The acceleration translational direction of joint 3, i.e. (ẍ, ÿ), is taken as input

to the system (5.18). It is a second-order nonholonomic system as the constraint

(5.19) does not have the first integral [10].

5.3.4.1 Conversion into Second-Order Chained Form

Let ẍ = ξ1, ÿ = ξ2. Then, (5.19) can be written as:

ẍ = ξ1

ÿ = ξ2 (5.20)

θ̈ =
1

λ
sin θ ξ1 −

1

λ
cos θ ξ2
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Using the input transformation

ξ1 = w1

ξ2 = tan θ w1 − λ sec θ w2 (5.21)

the system (5.20) can be transformed as:

ẍ = w1

θ̈ = w2 (5.22)

ÿ = tan θ w1 − λ sec θ w2

Using another transformation

y1 = x+ λ cos θ

y2 = tan θ

y3 = y + λ sin θ (5.23)

v1 = w1 − λ sin θ w2 − λ cos θ θ̇2

v2 = sec2θ w2 + 2sec2θ tan θ θ̇2

where yi, i = 1, 2, 3 are new coordinate variables and v1, v2 are new inputs, then,

we have the following second-order chained form system:

ÿ1 = v1

ÿ2 = v2 (5.24)

ÿ3 = y2v1

After applying the proposed algorithm on system (5.24), we get a stabilized non-

holonomic system. Simulation results are presented with different initial conditions

in the subsection below.
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Table 5.1: Parameter Values for 3-Link Planar Model.

Parameter Value

m 1 Kg

I 5/6 Kgm2

d 0.5 m

5.3.4.2 Simulation Results

After applying the proposed algorithm on system (5.24), the obtained simulation

results are shown in Figs 5.2 - 5.3 for the original system. The chosen values of

the parameters m, I and l are kept the same as given in [11] and are shown in

Table 5.1.

The simulation results are presented for different initial conditions. Figure 5.2

shows the system states (q(t), q̇(t)) and the corresponding control (fx, fy) for the

initial condition (-2,2,-π/3,0,0,0). Similarly, Figure 5.3 shows the system states

(q(t), q̇(t)) and the corresponding control (fx, fy) for (0,0,π/6,0,0,0). The objective

was to steer all the system states to zero in the simulations. It can easily be seen

from the simulation results that with less control effort similar results are obtained;

hence, proving the efficiency of the proposed algorithm.

5.3.5 Application Example : Planar PPR Manipulator

Consider a PPR robot as shown in Figure 5.4. For simplicity, consider that the

robot is moving in a horizontal plane. All the joints of the robot are passive

and the input forces are applied on the end-effector only. Let d3 be the distance

between mass center of 3rd link and the joint axis, l3 the length of third link, mi

the mass of the ith link and I3 the central moment of inertia.

The dynamical model of the robot [103] is:

M(q3)q̈ +H(q3, q̇3) = JT (q3)F (5.25)
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ẋ

ẏ
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Figure 5.2: 3-DOF Manipulator with one Passive Joint (a) States (q(t), q̇(t))
corresponding to (-2,2,-π/3,0,0,0) (b) Control effort (fx, fy)

where F = [Fx, Fy]
T are the cartesian forces acting on the end-effector, qi, i =

1, 2, 3 are the generalized coordinates and

M(q3) =


a1 0 a4c

0 a2 −a4s

a4c −a4s a3

, H(q3, q̇3) = −a4q̇23


s

c

0

 and J(q3) =

0 1 −l3s

1 0 l3c


with a1 = m1 +m2 +m3, a2 = m2 +m3, a3 = I3 +m3d

2
3, c = cos q3,

s = sin q3 and a4 = m3d3
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ẋ

ẏ
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Figure 5.3: 3-DOF Manipulator with one Passive Joint (a) States (q(t), q̇(t))
corresponding to (0,0,π/6,0,0,0) (b) Control effort (fx, fy)

5.3.5.1 Conversion into Second-Order Chained Form

Equation (5.25) can be written as:

a1q̈1 + a4 cos q3q̈3 − a4q̇23 sin q3 = Fy (5.26)

a2q̈2 − a4 sin q3q̈3 − a4q̇23 cos q3 = Fx (5.27)

a4 cos q3q̈1 − a4 sin q3q̈2 + a3q̈3 = −l3 sin q3Fx + l3 cos q3Fy (5.28)
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Figure 5.4: Planar PPR Manipulator.

After re-arranging, (5.26) gives

q̈1 = −a4
a1

cos q3q̈3 +
a4
a1

sin q3q̇
2
3 +

1

a1
Fy (5.29)

Substitute (5.29) in (5.28)

q̈3 =
1

r1
(a2−a1)a24 cos q3 sin q3q̇

2
3 +

1

r1
(a2l3−a4)a1 sin q3Fx+

1

r1
(a4−a1l3)a2 cos q3Fy

(5.30)

where r1 = a24a2cos2q3 + a24a1sin
2q3 − a1a2a3

Again substituting (5.30) in (5.27), we get

q̈2 =
1

r2
(a24 − a1a3)a4 cos q3q̇

2
3 +

1

r2
(l3a1a4sin

2q3 + a24cos2q3 − a1a3)Fx

+
1

r2
(a4 − a1l3)a4 cos q3 sin q3Fy (5.31)

where r2 = (a2 − a1)a24cos2q3 + a24a1 − a1a2a3
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Now, substitute (5.26) and (5.27) in (5.28), we get

a4 cos q3q̈1 − a4 sin q3q̈2 + a3q̈3 = −l3 sin q3(a2q̈2 − a4 sin q3q̈3 − a4q̇23 cos q3)

+ l3 cos q3(a1q̈1 + a4 cos q3q̈3 − a4q̇23 sin q3)

q̈1(a4 − a1l3) cos q3 = q̈2(a4 − a2l3) sin q3 + q̈3(a4l3 − a3)

q̈1 = q̈2
(a4 − a2l3)
(a4 − a1l3)

tan q3 + q̈3
(a4l3 − a3)
(a4 − a1l3)

sec q3 (5.32)

By choosing

v1 =
1

r2
(a24 − a1a3)a4 cos q3q̇

2
3 +

1

r2
(l3a1a4sin

2q3 + a24cos2q3 − a1a3)Fx

+
1

r2
(a4 − a1l3)a4 cos q3 sin q3Fy

v2 =
1

r1
(a2 − a1)a24 cos q3 sin q3q̇

2
3 +

1

r1
(a2l3 − a4)a1 sin q3Fx

+
1

r1
(a4 − a1l3)a2 cos q3Fy

Equations (5.30), (5.31) and (5.32) reduce to the following:

q̈2 = v1

q̈3 = v2 (5.33)

q̈1 = a5 tan q3v1 + a6 sec q3v2

where a5 =
(a4 − a2l3)
(a4 − a1l3)

and a6 =
(a4l3 − a3)
(a4 − a1l3)

Using the input and state transformations:

y1 = q2 −
a6
a5

(cos q3 − 1)

y2 = a5 tan q3

y3 = q1 − a6 sin q3 (5.34)

u1 = v1 +
a6
a5

sin q3v2 +
a6
a5

cos q3q̇
2
3

u2 = a5sec2q3v2 + 2a5sec2q3 tan q3q̇
2
3
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Table 5.2: Parameter Values for Planar PPR Manipulator.

Parameter Value

m1 0.5 Kg

m2 0.5 Kg

m3 1.0 Kg

I3 1.0 Kgm2

d3 1 m

l3 2 m

the system (5.33) can be converted to form:

ÿ1 = u1

ÿ2 = u2 (5.35)

ÿ3 = y2u1

After applying the proposed algorithm on system (5.35), we get a stabilized non-

holonomic system. Simulation results are presented with different initial conditions

in the following subsection.

5.3.5.2 Results for Planar PPR Manipulator

Applying the proposed algorithm on system (5.35), the achieved simulation results

are shown in Figs 6.6 - 6.7 for original system. The values of the parameters

mi, i = 1, 2, 3, I and l are taken from [104] and are shown in Table 5.2.

The simulations are carried out for different initial conditions. Figure 6.6 shows the

system states and the corresponding control for the initial conditions (-0.5,1,π/8,0,

0,0). Also, Figure 6.7 shows the system states (q(t), q̇(t)) and the corresponding

control (fx, fy) for the initial condition (0.93,5.43,-0.4π,0,2.5,0). The proposed

objective to steer all the system states to zero has been achieved. Also, it can be
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Figure 5.5: Planar PPR Manipulator (a) States (q(t), q̇(t)) corresponding to
(-0.5,1,pi/8,0,0,0) (b) Control effort (fx, fy)

seen that less control effort is required to achieve the desired results proving the

efficiency of the proposed algorithm.
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Figure 5.6: Planar PPR Manipulator (a) States (q(t), q̇(t)) corresponding to
(0.93,5.43,-0.4π,0,2.5,0) (b) Control effort (fx, fy)
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5.4 Problem Formulation : Perturbed Case

5.4.1 Dynamic Model of a Perturbed Second-Order Non-

holonomic System

Consider a second-order chained form system with uncertainties in control input

described as:

ÿ1 = v1 + d1

ÿ2 = v2 + d2 (5.36)

ÿ3 = y2v1 + y2d1

where q = [y1 y2 y3]
T ∈ R3 and q̇ = [ẏ1 ẏ2 ẏ3]

T ∈ R3 denote the configuration

vector and its derivative, [v1 v2]
T ∈ R2 is the control input vector and d1, d2 are

unknown constant disturbances.

5.4.2 Adaptive ISMC

Integral sliding mode control (ISMC) is used in this research to stabilize perturbed

second-order nonholonomic systems in chained form. ISMC guarantees the ro-

bustness of motion in the whole state space ([100], [101]) because of elimination

of the reaching phase. The robustness of the system, therefore, can be guaranteed

throughout the system response starting from the initial time instance. The inte-

gral sliding mode control combines the nominal control that stabilizes the nominal

system and a discontinuous control that rejects the uncertainty. In this research,

an adaptive algorithm based on Lyapunov theory is developed with ISMC in order

to provide the solution for the whole state-space.
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5.4.2.1 Proposed Algorithm

Here, in order to address the uncertainties in the input, a variant of Method-2

previously presented in Section 5.3.3. is given. The perturbed version of Method-

1 can similarly be obtained with some modifications.

Let d̂i, i = 1, 2 be the estimate of di, i = 1, 2 respectively and let d̃i = di − d̂i be

the estimation error. Then system (5.36) can be written as:

ÿ1 = v1 + d̂1 + d̃1

ÿ2 = v2 + d̂2 + d̃2 (5.37)

ÿ3 = y2v1 + y2d̂1 + y2d̃1

Step 1: Define the state vector

x =
[
x1 = y1 x2 = ẏ1 x3 = y3 x4 = ẏ3 x5 = y2 x6 = ẏ2

]T
Now, the second-order chained form system (5.37) can be written in state-space

form as:

ẋ1 = x2

ẋ2 = v1 + d̂1 + d̃1

ẋ3 = x4 (5.38)

ẋ4 = x5v1 + x5d̂1 + x5d̃1

ẋ5 = x6

ẋ6 = v2 + d̂2 + d̃2
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Step 2: Transform system (5.38) into the following form by choosing v1 = x3− d̂1
and v2 = v − d̂2, where v is the new input:

ẋ1 = x2

ẋ2 = x3 + d̃1

ẋ3 = x4 (5.39)

ẋ4 = x5x3 + x5d̃1

ẋ5 = x6

ẋ6 = v + d̃2

Now, write system (5.39) as:

ẋ1 = x2

ẋ2 = x3 + d̃1

ẋ3 = x4 (5.40)

ẋ4 = x5 + F + x5d̃1

ẋ5 = x6

ẋ6 = v + d̃2

where F = −x5 + x5x3.

Step 3: Assume that F is unknown and can be computed adaptively. Let F̂ be an

estimate of F and F̃ = F − F̂ . Now apply function approximation technique pre-

sented in [102] to represent F and the estimate F̂ as F = wTφ(t) and F̂ = ŵTφ(t)

respectively. Here we have φ(t) = [φ1(t) · · · φn(t)]T as basis vector function and

w(t) = [w1(t) · · · wn(t)]T as weight vector. Let ŵ be an estimate of w. Then we

can estimate F by estimating the weight vector as F̂ = ŵTφ(t). Define w̃ = w−ŵ,
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then system (5.40) can be written as:

ẋ1 = x2

ẋ2 = x3 + d̃1

ẋ3 = x4 (5.41)

ẋ4 = x5 + ŵT (t)φ(t) + w̃T (t)φ(t) + x5d̃1

ẋ5 = x6

ẋ6 = v + d̃2

Step 4: Choose the nominal system for (5.41) as:

ẋi = xi+1, i = 1, · · · , 5

ẋ6 = v0 (5.42)

Step 5: Now, taking sliding surface for nominal system (5.42) as

s0 = x1 + 5x2 + 10x3 + 10x4 + 5x5 + x6

Then,

ṡ0 = ẋ1 + 5ẋ2 + 10ẋ3 + 10ẋ4 + 5ẋ5 + ẋ6 (5.43)

= x2 + 5x3 + 10x4 + 10x5 + 5x6 + v0

By choosing

v0 = −x2 − 5x3 − 10x4 − 10x5 − 5x6 − k s0, k > 0

we get ṡ0 = −k s0. Thus, the nominal system (5.42) is stable asymptotically.

Step 6: Furthermore, define sliding surface for complete system (5.41) as:

s = s0 + z = x1 + 5x2 + 10x3 + 10x4 + 5x5 + x6 + z (5.44)
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where z is some integral term that is computed afterwards. Choose z(0) such that

s(0) = 0 in order to avoid the reaching phase. Choose v = v0 + vs, where v0 is the

nominal term and vs is the compensator term that is computed afterwards. Then

ṡ = ẋ1 + 5ẋ2 + 10ẋ3 + 10ẋ4 + 5ẋ5 + ẋ6 + ż

= x2 + 5x3 + 5d̃1 + 10x4 + 10x5 + 10ŵTϕ+ 10w̃Tϕ+ 10x5d̃1 + 5x6 (5.45)

+ v0 + vs + d̃2 + ż (5.46)

Step 7: Choose a Lyapunov function V = 1
2
s2 + 1

2
w̃T w̃ + 1

2
d̃1

2
+ 1

2
d̃2

2
, design the

adaptive laws for w̃, ŵ, d̃1, d̃2 and compute vs so that V̇ < 0.

Theorem 5.3: Taking a Lyapunov function V = 1
2
s2 + 1

2
w̃T w̃+ 1

2
d̃1

2
+ 1

2
d̃2

2
. Then

V̇ < 0 if the adaptive laws for w̃, ŵ, d̃1, d̃2 and the value of vs are taken as:

ż = −x2 − 5x3 − 10x4 − 10x5 − 5x6 − v0, vs = −10ŵTϕ− k sgn(s)

˙̃w = −10sϕ− k1 w̃, ˙̂w = − ˙̃w

˙̃d1 = −5s− 10sx5 − k2d̃1, ˙̂
d1 = − ˙̃d1

˙̃d2 = −s− k3d̃2, ˙̂
d2 = − ˙̃d2, k, ki > 0, i = 1, 2, 3

Proof. Since

V̇ =sṡ+ w̃T ˙̃w + d̃1
˙̃d1 + d̃2

˙̃d2

=s(x2 + 5x3 + 5d̃1 + 10x4 + 10x5 + 10ŵTϕ+ 10w̃Tϕ+ 10x5d̃1 + 5x6 + v0

+ vs + d̃2 + ż) + w̃T ˙̃w + d̃1
˙̃d1 + d̃2

˙̃d2

=s(x2 + 5x3 + 10x4 + 10x5 + 10ŵTϕ+ 5x6 + v0 + vs + d̃2 + ż )

+ w̃T ( ˙̃w + 10sϕ) + d̃1(
˙̃d1 + 5s+ 10sx5) + d̃2(

˙̃d2 + s)
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By using,

ż = −x2 − 5x3 − 10x4 − 10x5 − 5x6 − v0, vs = −10ŵTϕ− k sgn(s)

˙̃w = −10sϕ− k1 w̃, ˙̂w = − ˙̃w

˙̃d1 = −5s− 10sx5 − k2d̃1, ˙̂
d1 = − ˙̃d1

˙̃d2 = −s− k3d̃2, ˙̂
d2 = − ˙̃d2, k, ki > 0, i = 1, 2, 3

we have, V̇ = − k s sgn(s)− k1w̃T w̃ − k2d̃1
2 − k3d̃2

2
< 0.

From this we conclude that s, w̃ → 0. Since s→ 0, therefore x → 0 .

In the following section, the above algorithm is applied on second-order per-

turbed nonholonomic mechanical systems that are first transformed to second-

order chained form systems.

5.4.3 Application Examples

After applying the proposed algorithm on 3-DOF manipulator with a passive joint

and PPR manipulator, we get following results.

5.4.3.1 Simulation Results : 3-DOF Manipulator with a Passive Joint

After applying the proposed algorithm on system (5.24), the obtained simulation

results are shown in Figs 5.2 - 5.3 for the original system. The chosen values of

the parameters m, I and l are kept the same as used in Section 5.3.4.

The simulation results are presented for the initial condition (-2,2,-π/3,0,0,0). Fig-

ure 5.7 shows the system states (q(t), q̇(t)) and the corresponding control (fx, fy)

The objective was to steer all the system states to zero in the simulations.
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Figure 5.7: 3-DOF Manipulator with one Passive Joint (a) States (q(t), q̇(t))
corresponding to (-2,2,-π/3,0,0,0) (b) Control effort (fx, fy)

5.4.3.2 Simulation Results : Planar PPR Manipulator

Applying the proposed algorithm on system (5.35), the achieved simulation results

are shown in Figs 5.8 for original system. The values of the parameters mi, i =

1, 2, 3, I and l are taken from [103] and are shown in Table 5.2.

The simulations are carried out for different initial conditions. Figure 5.8 shows

the system states and the corresponding control for the initial conditions (2,-

2,π/4,0,0,0). The proposed objective to steer all the system states to zero has
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Figure 5.8: Planar PPR Manipulator (a) States (q(t), q̇(t)) corresponding to
(2,-2,π/4,0,0,0) (b) Control effort (fx, fy)

been achieved.

5.5 Summary

Adaptive integral sliding mode based stabilizing control algorithms for the second-

order nonholonomic mechanical system are presented in this chapter. The pro-

posed methods are tested on two different second-order nonholonomic systems; a
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three DOF manipulator with a passive joint model and a planar PPR manipula-

tor model. Both models belong to the second-order nonholonomic family that are

transferable into second-order chained form systems. The effectiveness of the pro-

posed method is verified through simulations when applied to the original models.

The aim was to steer the systems from any starting configuration state to a desired

one. Also, robustness of the proposed algorithms is verified by introducing uncer-

tainties in the control input. Simulation results validate that the control objective

has been successfully accomplished.



Chapter 6

Stabilization of Higher-Order

Perturbed Nonholonomic Systems

Systems that satisfy non-integrable constraints of order greater than two are known

as higher-order nonholonomic systems. These systems are strongly accessible and

small-time locally controllable, under certain conditions, at any equilibrium point.

In this chapter, the stabilization problem of a PPR robot manipulator is explored

under a third-order non-integrable jerk constraint. By maintaining the transverse

jerk component at zero, the control objective is to move the robot end-effector

from any starting configuration to the equilibrium configuration. The control

methodology is based on adaptive integral sliding mode control (AISMC) tech-

nique. Firstly, the higher-order nonholonomic system is augmented by adding its

missing Lie brackets and some unknown adaptive parameters. Secondly, the con-

trol and the adaptive laws are designed in such a way that the behaviour of the

augmented system is similar to that of the nominal system on the sliding surface

and the addition of missing Lie brackets in the original system can be compen-

sated for adaptively. Similarly, a second algorithm is developed using function

approximation approach. A TONHS such as a planar PPR manipulator subject

to a jerk constraint is used to verify the presented algorithm. Towards the end,

perturbed version of the third-order NHS is also proposed in order to handle the

uncertainties in the control input.
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6.1 Third-Order Nonholonomic System

Since the beginning of the last century, considerable effort has been put in to

formulate the theory with respect to higher-order nonholonomic constraints ([59],

[105]). The constraints, defined as program constraints, occur by imposing specific

conditions on the allowable trajectories [59]. For example, second- and third-order

constraints occur by imposing torsion and curvature constraints on robot trajec-

tories. Recently, interest has been shown in stabilizing systems with performance

and task requirements that involve higher-order derivatives of the configuration

variables ([106], [43], [107]). In industrial robotic applications [106], program con-

straints are imposed on the permissible jerk in order to reduce the jerk. Also, a

variety of optimization techniques have been proposed for generating minimum-

snap trajectories [107] and minimum-jerk trajectories [43]. By exploiting the in-

herent geometric configuration in these systems, the theoretical framework for the

stabilization of these systems was carried out by [108].

6.1.1 Mathematical Model of a PPR Manipulator

By following ([59], [60]) and after suitable nonlinear control and state transforma-

tions [42], higher-order non-holonomic systems can be given as:

q
(p)
1 = u (6.1)

q
(p)
2 = J(q, q̇, ..., q(p−1))u+R(q, q̇, ..., q(p−1)) (6.2)

where q1 ∈ Rm, m ≥ 2 represents the directly actuated configuration variables,

u ∈ Rm denotes the control for the directly actuated DoF and q2 ∈ Rn−m represents

the variables where control is achieved through system coupling.

Let us take a planar Prismatic-Prismatic-Revolute robot manipulator as illustrated

in Figure 6.1. The movement of robot manipulator is restricted on a horizontal

plane so that the gravity term can be ignored. The problem objective is to control

the manipulator from any given (x0, y0, θ0) to final configuration (xf , yf , θf ) by
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maintaining the resultant transverse jerk at the end-effector is zero, i.e.

...
x sin θ −

...
y cos θ = 0 (6.3)

The above condition is a design constraint. Here, in this particular example

Figure 6.1: Planar PPR Manipulator.

p = n = 3 and m = 2. Using the results of [108], it can be seen that (6.3) represents

a non-integrable constraint of order 3. Jerk is envisioned as rapidly changing

actuator force in the robot manipulators which causes premature degradation of

the actuators, leads to unnecessary oscillations in the robotic structure and most

importantly difficult to track by the controller. The constrained equations of

motion [42] are given as:

mxẍ+mxθ(θ̈ sin θ + θ̇2 cos θ) = Fx + λ sin θ (6.4)

myÿ −myθ(θ̈ cos θ − θ̇2 sin θ) = Fy − λ cos θ (6.5)

Iθ̈ +mxθẍ sin θ −myθÿ cos θ +M1l
2θ̇2 sin θ cos θ = T + l(Fx sin θ − Fy cos θ)

(6.6)
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Assuming θ ∈ (−π/2 , π/2), the above system (6.4) to (6.6) can be rewritten in

the normal form:

...
x = u1
...
θ = u2 (6.7)

...
y = tan θ u1

where, we have used

Fy = myÿ (6.8)

Ḟx = mxu1 +myθθ̇ sec θ(2θ̈ + θ̇2 tan θ) +M1l [(u2 − θ̇3) sin θ + 3θ̇ θ̈ cos θ] (6.9)

and

τ̇θ =Ī u2 + m̄θ̇(ẍ cos θ − ÿ sin θ)−myθlθ̇(2θ̈ tan θ + θ̇2sec2θ)

− 2M1l
2θ̇(θ̇2 cos 2θ + θ̈ sin 2θ) (6.10)

with

Ī = I −M1l
2sin2θ = I3 +M2l

2 +M3b
2

m̄ = mxθ −mxl = myθ −myl = M3(b− l)−ml

The control objective is transformed to constructing controls ui, i = 1, 2 for the

system (6.7). Once the controls are constructed, we can use relations (6.8), (6.9)

and (6.10) to ascertain the controls Fx, Fy and T respectively.

Let q = [x, θ, y]T , defined by (q, q̇, q̈) ∈ M = R × (−π
2
, π
2
) × R × R3 × R3, denote

the configuration vector. The set of equilibrium solutions corresponding to u = 0

is given by Me = {(q, q̇, q̈) ∈M |q̇ = q̈ = 0}.

The higher-order nonholonomic mechanical system can be written as:

ẋ = f(x) +
m∑
i=1

gi(x)ui (6.11)
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such that the control and drift vector fields are given by:

f = ẋ
∂

∂x
+ θ̇

∂

∂θ
+ ẏ

∂

∂y
+ ẍ

∂

∂ẋ
+ θ̈

∂

∂θ̇
+ ÿ

∂

∂ẏ
,

g1 =
∂

∂ẍ
+ tan θ

∂

∂ ÿ
,

g2 =
∂

∂θ̈

As R ≡ 0, therefore, no time-invariant feedback control law exists which is able

to stabilize the system in an asymptotic way to a required equilibrium position

(qe, 0, 0). Otherwise, space spanned by the vector fields

g1, g2, [f, g1], [f, g2], [f, [f, g1]], [f, [f, g2]], [g2, [f, [f, g1]]], [f, [g2, [f, [f, g1]]]],

[f, [f, [g2, [f, [f, g1]]]]]

has dimension 9 at any (q, q̇, q̈) ∈M×R and therefore system under consideration

is strongly accessible [108] and small time local controllable [34]. There exists

both discontinuous time-invariant and smooth time varying feedback laws which

asymptotically stabilize the equilibrium point [42]. The controllability property

guarantees the existence of a solution to control the manipulator with zero trans-

verse jerk at its end-effector.

6.1.2 The Stabilization Problem

Given a desired set point zdes =


qdes

q̇des

q̈des

 ∈M ×R, construct control laws such that

the desired set point zdes is an attractive set for system (6.7) and there exists an

ε > 0, such that z(t, t0, z0)→ zdes, as t→∞ for any (t0, z0) ∈ R×B(zdes; ε). For

stabilization problem, we can take zdes = 0 attained by a suitable translation of

coordinates.
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6.1.3 Adaptive Integral Sliding Mode Controller Design

In SMC, there is no guarantee for robustness during the reaching phase; whereas,

ISMC ensures elimination of the reaching phase by enforcing sliding mode for

the entire response duration. The drawback of using SMC is the chattering phe-

nomenon which makes implementation of SMC in real applications very difficult.

Following algorithms are proposed for third-order nonholonomic systems.

6.1.4 Proposed Algorithm : Method-1

Step 1: Define

[
x1 = x x2 = θ x3 = y x4 = ẋ x5 = θ̇ x6 = ẏ x7 = ẍ x8 = θ̈ x9 = ÿ

]T
Z =

[
x1 x2 x3

]T
, Ż =

[
x4 x5 x6

]T
and Z̈ =

[
x7 x8 x9

]T
as the state vector. Now, using the new state vector, the third-order chained form

system (6.7) can be written as:

...
Z =


1

0

tanx2

u1 +


0

1

0

u2 = g1(Z)u1 + g2(Z)u2 (6.12)

where,

g1(Z) =
[
1 0 tanx2

]T
and g2(Z) =

[
0 1 0

]T
Step 2: Compute the following Lie bracket

g3(Z) = [g1(Z), g2(Z)] =
[
0 0 sec2x2

]T
.

Now, by adding and subtracting g3(Z)u3, the system (6.12) can be written as:

...
Z = g1(Z)u1 + g2(Z)u2 + g3(Z)u3 − g3(Z)u3 = Gu− v (6.13)
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where, G =


1 0 0

0 1 0

tanx2 0 sec2x2

, u =


u1

u2

u3

 and v =


0

0

sec2x2

u3 =


0

0

sec2x2u3

.

In order to reduce the state dependence and to make G matrix invertible, the third

column of the matrix is taken as a constant v =
[
0 0 u3

]T
. Now, assume that v

is unknown and can be computed adaptively. Let v̂ be estimate of v and ṽ = v− v̂

be error in the estimation. Then (6.13) can be written as:

...
Z = Gu− v̂ − ṽ (6.14)

Step 3: Take first part of system (6.14) as the nominal system and use subscript

form w0 for the nominal input, we get:

...
Z = Gw0 (6.15)

Take the sliding surface for the nominal system (6.15) as:

S0 =


s01

s02

s03

 = Z + 2Ż + Z̈ =


x1 + 2x4 + x7

x2 + 2x5 + x8

x3 + 2x6 + x9


Then,

Ṡ0 = Ż + 2Z̈ +
...
Z = Ż + 2Z̈ +Gw0

and the choice of

w0 = −G−1(Ż + 2Z̈ + k sgn(S0) + kS0) (6.16)

gives Ṡ0 = −k sgn(S0) − kS0. Now take V = 1
2
ST0 S0 as a Lyapunov function for

(6.15), which makes V̇ = ST0 Ṡ0 = −k ST0 sgn(S0)− k ST0 S0 < 0. Thus, the nominal

system (6.15) is asymptotically stable.
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Step 4: Now, consider complete system (6.14). Choose w = w0 +ws, where w0 is

the nominal control given at (6.16) and ws is the switching control designated as

compensator control that is determined during next step. Also, define the sliding

surface as S = S0 +R, where R =


r1

r2

r3

 is the integral vector term. Then,

Ṡ = Ṡ0 + Ṙ = Ż + 2Z̈ +Gw0 +Gws − v̂ − ṽ + Ṙ (6.17)

Step 5: By choosing a Lyapunov function V = 1
2
STS+ 1

2
ṽTΓṽ, where, Γ is a 3×3

positive diagonal matrix, design the input ws and the adaptive laws for ṽ and v̂

such that V̇ < 0.

Theorem 6.1: Taking a Lyapunov function V = 1
2
STS + 1

2
ṽTΓṽ. Then V̇ < 0 if

the input ws and the adaptive laws for ṽ and v̂ are chosen as:

Ṙ = −Ż − 2Z̈ −Gw0

ws = G−1(v̂ − k sgn(S)), k > 0 (6.18)

˙̃v = Γ−1(S − Γṽ), ˙̂v = − ˙̃v

Proof. Since

V̇ = ST Ṡ + ṽTΓ ˙̃v = ST (Ż + 2Z̈ +Gw0 +Gws − v̂ − ṽ + Ṙ) + ṽTΓ ˙̃v

= ST (Ż + 2Z̈ +Gw0 +Gws − v̂ + Ṙ) + ṽT (Γ ˙̃v − S)

By using,

Ṙ = −Ż − 2Z̈ −Gw0

ws = G−1(v̂ − k sgn(S)), k > 0

˙̃v = Γ−1(S − Γṽ), ˙̂v = − ˙̃v
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we have, V̇ = − k STS − ṽTΓṽ < 0.

From this we conclude that S and ṽ → 0. Since S =


s1

s2

s3

 =


x1 + 2x4 + x7

x2 + 2x5 + x8

x3 + 2x6 + x9

→ 0,

x1 + 2x4 + x7, x2 + 2x5 + x8 and x3 + 2x6 + x9 are Hurwitz polynomial, therefore,

xi , i = 1, .., 9 → 0. The simulation results are shown for two different initial

conditions. In all these simulations, the objective was to steer the systems states

to zero.

6.1.4.1 Simulation Results

Figures 6.4 and 6.5 show simulation results for planar PPR manipulator with a

jerk constraint. The simulations are carried out for two different initial conditions:

i) (3,π /4,-2, 2,-π /3, 3, 1,π /5, 2)

ii) (1,π /4, -1, 0, 0, 0, 0, 0, 0)

As can be seen from the simulation results, all the system states converge to zero

for systems with different initial conditions, thus validating the correctness of the

applied algorithm.

6.1.5 Proposed Algorithm : Method-2

Step 1: Define

[
x1 = x x2 = ẋ x3 = ẍ x4 = y x5 = ẏ x6 = ÿ x7 = θ x8 = θ̇ x9 = θ̈

]T
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Figure 6.2: System Trajectory with jerk constraint (a) System states corre-
sponding to initial condition (3,π /4,-2, 2,-π /3, 3, 1,π /5, 2) (b) Time history

of jerk
...

sin θ −
...

cos θ
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ẏ

0 1 2 3 4 5 6

time

-5

0

5

A
cc

el
s ẍ
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Figure 6.3: System Trajectory with jerk constraint (a) System states corre-
sponding to initial condition (1,π /4, -1, 0, 0, 0, 0, 0, 0) (b) Time history of jerk

...
x sin θ −

...
y cos θ
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Now, the third-order chained form system (6.7) can be written in state-space form

as:

ẋ1 = x2

ẋ2 = x3

ẋ3 = v1

ẋ4 = x5 (6.19)

ẋ5 = x6

ẋ6 = tan(x7)v1

ẋ7 = x8

ẋ8 = x9

ẋ9 = v2

Step 2: Transform system (6.19) into the following form by choosing v1 = x4 and

v2 = v, where v is the new input:

ẋi = xi+1 i = 1, · · · , 5

ẋ6 = tan(x7)x4 (6.20)

ẋ7 = x8

ẋ8 = x9

ẋ9 = v

Now, write system (6.20) as:

ẋi = xi+1 i = 1, · · · , 5

ẋ6 = x7 + F (6.21)

ẋ7 = x8

ẋ8 = x9

ẋ9 = v
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where F = −x7 + h(x) and h(x) : Rn × Rm → R is a nonlinear function.

Step 3: Assume that F is the uncertainty in chained form system and let F̂ be an

estimate of F and F̃ = F − F̂ . Now apply function approximation technique pre-

sented in [102] to represent F and the estimate F̂ as F = wTφ(t) and F̂ = ŵTφ(t)

respectively. Here we have φ(t) = [φ1(t) · · · φn(t)]T as basis vector function and

w(t) = [w1(t) · · · wn(t)]T as weight vector. Let ŵ be an estimate of w. Then we

can estimate F by estimating the weight vector as F̂ = ŵTφ(t). Define w̃ = w−ŵ,

then system (6.21) can be written as:

ẋi = xi+1 i = 1, · · · , 5

ẋ6 = x7 + ŵT (t)φ(t) + w̃T (t)φ(t) (6.22)

ẋ7 = x8

ẋ8 = x9

ẋ9 = v

Step 4: Take the nominal system for (6.22) as:

ẋi = xi+1, i = 1, · · · , 8

ẋ6 = v0 (6.23)

Step 5: Now, define the sliding surface for nominal part (6.23) as

s0 = x1 + 8x2 + 28x3 + 56x4 + 70x5 + 56x6 + 28x7 + 8x8 + x9

Then,

ṡ0 = ẋ1 + 8ẋ2 + 28ẋ3 + 56ẋ4 + 70ẋ5 + 56ẋ6 + 28ẋ7 + 8ẋ8 + ẋ9 (6.24)

= x2 + 8x3 + 28x4 + 56x5 + 70x6 + 56x7 + 28x8 + 8x9 + v0
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By choosing

v0 = −x2 − 8x3 − 28x4 − 56x5 − 70x6 − 56x7 − 28x8 − 8x9 − k sgn(s0), k > 0

we get ṡ0 = −k sgn(s0). Therefore, the nominal system (6.23) is stable in an

asymptotic way.

Step 6: Now, define sliding surface for system (6.22) as:

s = s0 + z = x1 + 8x2 + 28x3 + 56x4 + 70x5 + 56x6 + 28x7 + 8x8 + x9 + z (6.25)

where z is some integral part that is computed afterwards. Choose z(0) so that

s(0) = 0 in order to avoid the reaching phase. Choose v = v0 + vs, where v0 is the

nominal input and vs is compensator part that is computed afterwards. Then

ṡ = ẋ1 + 8ẋ2 + 28ẋ3 + 56ẋ4 + 70ẋ5 + 56ẋ6 + 28ẋ7 + 8ẋ8 + ẋ9 + ż

= x2 + 8x3 + 28x4 + 56x5 + 70x6 + 56x7 + 56ŵTϕ+ 56w̃Tϕ+ 28x8 + 8x9

+ v0 + vs + ż (6.26)

Step 7: Taking a Lyapunov function V = 1
2
s2 + 1

2
w̃T w̃, design the adaptive laws

for w̃, ŵ and compute vs so that V̇ < 0.

Theorem 6.2: Take a Lyapunov function V = 1
2
s2 + 1

2
w̃T w̃. Then V̇ < 0 if the

adaptive control for w̃, ŵ and the value of vs are chosen as:

ż = −x2 − 8x3 − 28x4 − 56x5 − 70x6 − 56x7 − 28x8 − 8x9 − v0,

vs = −56ŵTϕ− k sgn(s)

˙̃w = −56sϕ− k1 w̃ , ˙̂w = − ˙̃w, k, k1 > 0
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Proof. Since

V̇ = sṡ+ w̃T ˙̃w

= s(x2 + 8x3 + 28x4 + 56x5 + 70x6 + 56x7 + 56ŵTϕ+ 56w̃Tϕ+ 28x8 + 8x9

+ v0 + vs + ż) + w̃T ˙̃w

= s(x2 + 8x3 + 28x4 + 56x5 + 70x6 + 56x7 + 56ŵTϕ+ 28x8 + 8x9 + v0 + vs + ż )

+ w̃T ( ˙̃w + 56s)

By using,

ż = −x2 − 8x3 − 28x4 − 56x5 − 70x6 − 56x7 − 28x8 − 8x9 − v0,

vs = −56ŵTϕ− k sgn(s)

˙̃w = −56sϕ− k1 w̃ , ˙̂w = − ˙̃w, k, k1 > 0

we have, V̇ = − k s sgn(s)− k1w̃T w̃ < 0.

From this we conclude that s, w̃ → 0. Since s→ 0, therefore x → 0 .

6.1.5.1 Simulation Results

Figures 6.4 and 6.5 show simulation results for planar PPR manipulator with a

jerk constraint. The simulations are carried out for two different initial conditions:

i) (3,π /4,-2, 2,-π /3, 3, 1,π /5, 2)

ii) (1,π /4, -1, 0, 0, 0, 0, 0, 0)

As can be seen from the simulation results, all the system states converge to zero

for systems with different initial conditions, thus validating the correctness of the

applied algorithm.
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ẋ

θ̇

ẏ
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Figure 6.4: System Trajectory with jerk constraint (a) System states corre-
sponding to initial condition (3,π /4,-2, 2,-π /3, 3, 1,π /5, 2) (b) Time history

of jerk
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Figure 6.5: System Trajectory with jerk constraint (a) System states corre-
sponding to initial condition (1,π /4, -1, 0, 0, 0, 0, 0, 0) (b) Time history of jerk
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6.2 Problem Formulation : Peturbed Case

6.2.1 Dynamic Model of a Perturbed Third-Order Non-

holonomic System

Consider a third-order chained form system with uncertainties in control input v2

described as:

...
y 1 = v1
...
y 2 = v2 + d1 (6.27)

...
y 3 = y2v1

where q = [y1 y2 y3]
T , q̇ = [ẏ1 ẏ2 ẏ3]

T and q̈ = [ÿ1 ÿ2 ÿ3]
T ∈ R3 denote the config-

uration vector and derivatives, [v1 v2]
T ∈ R2 is the control input vector and d1 is

unknown disturbance in control input v2.

6.2.2 Adaptive ISMC

6.2.2.1 Proposed Algorithm

Here, in order to address the uncertainty in the control input, a variant of Method-2

previously presented in Section 6.1.5. is given. The perturbed version of Method-1

can similarly be obtained with some modifications.

Let d̂i, i = 1, 2 be the estimate of di and let d̃i = di − d̂i be the estimation error.

Then system (6.27) can be written as:

...
y 1 = v1 + d̂1 + d̃1
...
y 2 = v2 + d̂2 + d̃2 (6.28)

...
y 3 = y2v1 + y2d̂1 + d̃1
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Step 1: Define the state vector

[
x1 = y1 x2 = ẏ1 x3 = ÿ1 x4 = y3 x5 = ẏ3 x6 = ÿ3 x7 = y2 x8 = ẏ2 x9 = ÿ2

]T
Now, the third-order chained form system (6.28) can be written in state-space

form as:

ẋ1 = x2

ẋ2 = x3

ẋ3 = v1 + d̂1 + d̃1

ẋ4 = x5 (6.29)

ẋ5 = x6

ẋ6 = x7v1 + x7d̂1 + d̃1

ẋ7 = x8

ẋ8 = x9

ẋ9 = v2 + d̂2 + d̃2

Step 2: Transform system (6.29) into the following form by choosing v1 = x4− d̂1
and v2 = v − d̂2, where v is the new input:

ẋ1 = x2

ẋ2 = x3

ẋ3 = x4 + d̃1

ẋ4 = x5 (6.30)

ẋ5 = x6

ẋ6 = x7x4 + x7d̃1

ẋ7 = x8

ẋ8 = x9

ẋ9 = v + d̃2
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Now, write system (6.30) as:

ẋ1 = x2

ẋ2 = x3

ẋ3 = x4 + d̃1

ẋ4 = x5 (6.31)

ẋ5 = x6

ẋ6 = x7 + F + x7d̃1

ẋ7 = x8

ẋ8 = x9

ẋ9 = v + d̃2

where F = −x7 + x7x4.

Step 3: Assume that F is unknown and can be computed adaptively. Let F̂ be an

estimate of F and F̃ = F − F̂ . Now apply function approximation technique pre-

sented in [102] to represent F and the estimate F̂ as F = wTφ(t) and F̂ = ŵTφ(t)

respectively. Here we have φ(t) = [φ1(t) · · · φn(t)]T as basis vector function and

w(t) = [w1(t) · · · wn(t)]T as weight vector. Let ŵ be an estimate of w. Then we

can estimate F by estimating the weight vector as F̂ = ŵTφ(t). Define w̃ = w−ŵ,
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then system (6.31) can be written as:

ẋ1 = x2

ẋ2 = x3

ẋ3 = x4 + d̃1

ẋ4 = x5 (6.32)

ẋ5 = x6

ẋ6 = x7 + ŵT (t)φ(t) + w̃T (t)φ(t) + x7d̃1

ẋ7 = x8

ẋ8 = x9

ẋ9 = v + d̃2

Step 4: Take the nominal system for (6.32) as:

ẋi = xi+1, i = 1, · · · , 8

ẋ6 = v0 (6.33)

Step 5: Now, define the sliding surface for nominal system (6.33) as

s0 = x1 + 8x2 + 28x3 + 56x4 + 70x5 + 56x6 + 28x7 + 8x8 + x9

Then,

ṡ0 = ẋ1 + 8ẋ2 + 28ẋ3 + 56ẋ4 + 70ẋ5 + 56ẋ6 + 28ẋ7 + 8ẋ8 + ẋ9 (6.34)

= x2 + 8x3 + 28x4 + 56x5 + 70x6 + 56x7 + 28x8 + 8x9 + v0

By choosing

v0 = −x2 − 8x3 − 28x4 − 56x5 − 70x6 − 56x7 − 28x8 − 8x9 − k s0, k > 0
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we get ṡ0 = −k s0. Therefore, the nominal system (6.33) is stable in an asymptotic

way.

Step 6: Now, define sliding surface for system (6.32) as:

s = s0 + z = x1 + 8x2 + 28x3 + 56x4 + 70x5 + 56x6 + 28x7 + 8x8 + x9 + z (6.35)

where z is some integral part computed afterwards. Choose z(0) so that s(0) = 0

in order to avoid the reaching phase. Choose v = v0 + vs, where v0 is the nominal

input and vs is compensator part that is computed afterwards. Then

ṡ =ẋ1 + 8ẋ2 + 28ẋ3 + 56ẋ4 + 70ẋ5 + 56ẋ6 + 28ẋ7 + 8ẋ8 + ẋ9 + ż

=x2 + 8x3 + 28(x4 + d̃1) + 56x5 + 70x6 + 56(x7 + ŵTϕ+ w̃Tϕ+ x7d̃1) + 28x8

+ 8x9 + v0 + vs + d̃2 + ż (6.36)

Step 7: Take a Lyapunov function V = 1
2
s2 + 1

2
w̃T w̃ + 1

2
d̃1

2
+ 1

2
d̃2

2
, design the

adaptive laws for w̃, ŵ, d̃1, d̃2 and compute vs so that V̇ < 0.

Theorem 6.3: Take a Lyapunov function V = 1
2
s2 + 1

2
w̃T w̃ + 1

2
d̃1

2
+ 1

2
d̃2

2
. Then

V̇ < 0 if the adaptive control for w̃, ŵ, d̃1, d̃2 and the value of vs are chosen as:

ż = −x2 − 8x3 − 28x4 − 56x5 − 70x6 − 56x7 − 28x8 − 8x9 − v0

vs = −56ŵTϕ− k sgn(s)

˙̃w = −56sϕ− k1 w̃, ˙̂w = − ˙̃w

˙̃d1 = −28s− 56x7s− k2d̃1, ˙̂
d1 = − ˙̃d1

˙̃d2 = −s− k3d̃2, ˙̂
d2 = − ˙̃d2, k, k1, k2, k3 > 0
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Proof. Since

V̇ =sṡ+ w̃T ˙̃w + d̃1
˙̃d1 + d̃2

˙̃d2

=s(x2 + 8x3 + 28(x4 + d̃1) + 56x5 + 70x6 + 56(x7 + ŵTϕ+ w̃Tϕ+ x7d̃1) + 28x8

+ 8x9 + v0 + vs + d̃2 + ż) + w̃T ˙̃w + d̃1
˙̃d1 + d̃2

˙̃d2

=s(x2 + 8x3 + 28x4 + 56x5 + 70x6 + 56x7 + 56ŵTϕ+ 28x8 + 8x9

+ v0 + vs + ż ) + w̃T ( ˙̃w + 56sϕ) + d̃1(
˙̃d1 + 28s+ 56x7s) + d̃2(

˙̃d2 + s)

By using,

ż = −x2 − 8x3 − 28x4 − 56x5 − 70x6 − 56x7 − 28x8 − 8x9 − v0

vs = −56ŵTϕ− k sgn(s)

˙̃w = −56sϕ− k1 w̃, ˙̂w = − ˙̃w

˙̃d1 = −28s− 56x7s− k2d̃1, ˙̂
d1 = − ˙̃d1

˙̃d2 = −s− k3d̃2, ˙̂
d2 = − ˙̃d2, k, k1, k2, k3 > 0

we have, V̇ = − k s sgn(s)− k1w̃T w̃ − k2d̃1
2 − k3d̃2

2
< 0.

From this we conclude that s, w̃ → 0. Since s→ 0, therefore x → 0 .

6.2.2.2 Results for Planar PPR Manipulator

Applying the proposed algorithm on perturbed system, the achieved simulation

results are shown in Figs 6.6 - 6.7 for original system.

The simulations are carried out for different initial conditions. Figure 6.6 shows

the system states and the corresponding control for the initial conditions (3,π /4,-

2, 2,-π /3, 3, 1,π /5, 2). Also, Figure 6.7 shows the system states (q(t), q̇(t)) and

the corresponding control (fx, fy) for the initial condition (1,π /4, -1, 0, 0, 0, 0, 0,

0). The proposed objective to steer all the system states to zero has been achieved.
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ÿ

(a)

0 1 2 3 4 5 6

time

-80

-70

-60

-50

-40

-30

-20

-10

0

10

20

T
ra

ns
ve

rs
e 

Je
rk

x
(3)

y
(3)

jerk

(b)

Figure 6.6: Third-Order NHS (a) States (q(t), q̇(t)) corresponding to (3,π
/4,-2, 2,-π /3, 3, 1,π /5, 2) (b) Control effort (fx, fy)
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Figure 6.7: Third-Order NHS (a) States (q(t), q̇(t)) corresponding to (1,π /4,
-1, 0, 0, 0, 0, 0, 0)) (b) Control effort (fx, fy)



Stabilization of Perturbed HONHS 152

6.3 Summary

Adaptive integral sliding mode based stabilizing control algorithms for higher-

order nonholonomic are proposed in this chapter. The proposed methods are

applied to a planar PPR manipulator model with a jerk constraint. The model

belongs to the third-order nonholonomic family. The effectiveness of the pro-

posed methods is verified through simulations. The aim was to steer the systems

from any initial configuration state to a desired one. Robustness of the proposed

methodology is verified by introducing perturbation in a control input. Simulation

results validate that the control objective has been achieved.



Chapter 7

Conclusion and Future Work

The control design of dynamical systems in the presence of disturbances and un-

certainties pose a special question while considering real-world systems. The effect

of these disturbances on the dynamics of each system should be cautiously studied

during the design phase as these perturbations can aggravate the system perfor-

mance and/or even cause instability in the system. For these reasons, the problem

of designing control for dynamical systems in the presence of input and mod-

elling uncertainties has become a principal area of research. As a consequence,

considerable progress has been made in robust methodologies, such as model pre-

dictive control, nonlinear adaptive control, SMC, backstepping and others. These

methods are capable of assuring that the control objectives are achieved in spite of

parameter uncertainties and/or modelling errors affecting the nonlinear dynamical

system.

Stabilization of a class of nonholonomic systems having matched uncertainties has

been addressed in this dissertation using novel adaptive integral SMC techniques.

The class consists of first-, second- and higher-order nonholonomic systems that

can be modified into the canonical chained forms. The control of these systems

has proved to be challenging since, generally, these systems cannot be stabilized by

any continuous, static state-feedback. Additionally, the inclusion of a drift term in

the system dynamics of second- and higher-order NHS makes the stabilization of

these systems much more difficult. The proposed approaches are general and can

153
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be applied to systems with higher-order nonholonomic constraints. The applica-

bility of the theoretical development has been illustrated by introducing matched

perturbations in system models and the inputs.

The main result of the dissertation also includes construction of discontinuous non-

linear feedback controller for higher-order nonholonomic systems and the closed

loop equilibrium point at the origin is made globally attractive. Adaptive integral

SMC based solution is provided for the stabilization of a planar PPR robot ma-

nipulator subjected to a jerk constraint. The research provides control laws that

are insensitive to system/control parameter variation, achieve robustness and offer

improved disturbance rejection.

7.1 Conclusions

1. Feedback stabilization of nonholonomic drift-free systems is presented using

adaptive ISMC. Novel stabilizing control algorithm for first-order drift-free

nonholonomic systems is proposed. The control algorithm is general and

can easily be extended to higher-order NHS. Extended Lie bracket system

is used as a nominal system which can easily be asymptotically stabilized.

The proposed method is applied to two different nonholonomic drift-free

systems. Another approach based on function approximation technique is

also proposed for the first-order NHS in chained form.

2. Robust stabilizing control algorithm based on AISMC is provided for the

first-order perturbed nonholonomic system in chained form. The algorithm

is applied to an underwater vehicle example and perturbations in matched

form are added to the original underwater vehicle system. The importance of

this research is further highlighted by the fact that the proposed methodology

is general and can be applied to other nonholonomic mechanical systems

such as wheeled mobile robots (WMRs), helicopters, Vertical Take Off and

Landing (VTOL) aircrafts, robotic manipulators and surface vehicles. At
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the same time, the proposed methodology provides robustness for the whole

state space as the reaching phase is eliminated because of integral SMC.

3. A novel stabilizing algorithm for second-order mechanical nonholonomic sys-

tems in chained form is provided. The proposed method is tested on two dif-

ferent second-order nonholonomic systems; a three DOF manipulator with

a passive joint model and a planar PPR manipulator model. Both mod-

els belong to the second-order nonholonomic family that are transferable

into second-order chained form. The robustness of the proposed methods

is verified by applying algorithms to perturbed second-order nonholonomic

systems.

4. Stabilizing control algorithms are proposed for a higher-order perturbed non-

holonomic system in chained form. The proposed method is applied on a

planar PPR manipulator model with a jerk constraint. The model belongs

to the third-order nonholonomic family. The effectiveness of the proposed

method is verified through simulations.

7.2 Future Directions

Real-life second- and higher-order nonholonomic systems are special systems and

these systems are opening new research avenues in nonlinear control theory. Few

possible directions for future research are as follows:

1. Application of other soft computing methods in conjunction with SMC may be

explored for possible advantages.

2. Future work may concern the development of robust algorithms for general

nonholonomic mechanical systems that are affected with unmatched uncertainties.

3. Formation/consensus control of AUVs or UAVs may be studied, as cooperative

control of these vehicles and its real-world implementation are active areas of

research. Cooperative control of multi-agent systems is relatively a new subject

with general design framework based on graph theory and matrix theory.
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4. Collision avoidance mechanisms with actuator limitations for the complex dy-

namic environment may be studied. For aerial vehicles, the collision avoidance

tasks represent a new direction. A practical solution to communication imperfec-

tions, parameter variations, sensor noise and neglected dynamics may be investi-

gated in detail.

5. Problems concerning link and joint flexibilities, multiple end-effectors and three-

dimensional manoeuvers in planar PPR robot manipulator under jerk constraint

may represent new research directions.

6. Implementing proposed algorithms on new higher-order nonholonomic plat-

forms for the verification purpose.

In this section, few areas of possible future research directions are highlighted.

With the passage of time, new applications of NHS will emerge and, in reality, the

true potential of nonholonomic systems/applications is yet to be explored.



Appendix A

Some Basic Definitions of

Differential Geometry

Manifold:

An n-dimensional manifold is a set M which is locally homeomorphic to Rn.

Tangent Space:

The tangent space of manifold M at a point p is a set of all derivations Xp :

C∞(p)→ R. It is denoted as TpM . The individual elements of the tangent space

are known as tangent vectors. Let (φ, U) be a coordinate chart on manifold M

with local coordinates (x1, · · · , xn), then the set of derivations { ∂
∂x
} forms a basis

for TpM and is written as:

Xp = X1
∂

∂x1
+ · · ·+Xn

∂

∂xn

The vector (X1, · · · , Xn) ∈ Rn is a local coordinate representation of Xp ∈ TpM .

Vector Field:

A vector field on Rn is a smooth map that allocates a tangent vector f(x) ∈ TxRn

to every point x. The vector field f(x) is represented by a column vector whose

elements depend on x in local coordinates, i.e. f(x =
[
f1(x) · · · fn(x)

]T
.
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When all the elements fi(x) are smooth the vector field is known as smooth vector

field.

Remark A.1. A set of vector fields {f1, · · · , fm} ∈ Rn is called linearly independent

when α1f1 + · · · + αmfm = 0 means α1 = · · · = αm = 0, otherwise it is linearly

dependent.

Remark A.2. Linearly independent vector fields {g1, · · · , gm} ∈ Rn are involutive

if {g1, · · · , gm, [gi, gj]} is linearly dependent for any possible choice of gi and gj

with i 6= j.

Flow of a Vector Field:

If f is a vector field, the parametrized maximal integral curve of the differential

equation ẋ = f(x) passing through x ∈ Rn at starting zero time is denoted as

φft (x) and the mapping is called the flow generated by f .

Lie Derivative:

Lie Derivative of V along f is defined as:

LfV =
∂V

∂x
f(x)

It is simply the time derivative of V along the flow of vector field f(x).

Motivation for the use of Lie Brackets:

The operation of Lie Bracket on two vector fields can be better understood by the

visualization shown in figure A.1.

Starting at any initial position, the Lie Bracket operation consists of a flow along

q1 for ε seconds, followed by flows along q2, -q1 and -q2 for ε seconds each. For

small ε, taylor series in ε can be used to determine the value of the differential

equation ẋ = f(x).

Lie Bracket:
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motion

Figure A.1: The Lie Bracket Motion Effect.

For f(x) and g(x) vector fields, the operation of Lie Bracket in local coordinates

is defined as:

[f, g](x) =
∂g

∂q
f(x)− ∂f

∂q
g(x)

Properties of Lie Bracket:

Given any vector fields f(x), g(x), h(x) on Rn, the Lie bracket satisfies the prop-

erties of skew-symmetry and Jacobi identity:

[f, g] = −[g, f ],

[f, [g, h]] + [h, [f, g]] + [g, [h, f ]] = 0,

Lie Algebra:

If there exists a bilinear operator V × V → V denoted as [., .], the vector space V

(over R) is called Lie algebra. It satisfies:
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1. Skew-symmetry:

[w, y] = −[y, w], for all w, y ∈ V

2. Jacobi identity:

[v, [w, y]] + [y, [v, w]] + [w, [y, v]] = 0, for all v, w, y ∈ V

The vector space of all smooth vector fields on a manifold M is an infinite-

dimensional Lie algebra under Lie bracket operation on vector fields.

Distribution:

For a set of vector fields {gj(x), j = 1, · · · ,m}, and for any fixed x ∈ Rn, ∆ =

span{g1(x), · · · , gm(x)} is called the distribution of the set of vector fields.

If the spanning vector fields gi’s are smooth then the distribution is called a smooth

distribution. The dimension of a distribution at a point x ∈ Rn is the dimension

of the vector space ∆(x).

Regular Distribution:

For a set of vector fields {gj(x), j = 1, · · · ,m}, its distribution is regular if ∆ does

not change with x i.e. dim(∆(x)) =constant.

Involutive Distribution:

A distribution ∆̄ is involutive if it is closed under the Lie bracket operation, i.e.

it implies that:

1. ∆̄ is a Lie algebra.

2. ∆̄ contains all linear combinations of g1 upto gm, their Lie brackets and all

combinations of these as well.
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