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Abstract

A large number of research papers are being published and indexed regularly by
systems such as search engines, citation indexers, and digital libraries, enabling re-
searchers to explore through these papers. Most of the users feel frustrated due to
the large number of results for similar research papers with many of these results
are not similar at all. A careful analysis of these systems to find similar research
papers reveals a major problem that research paper based similarity measuring
techniques have not been conceptually modelled to find the similarity measures
with a reasonable accuracy. In order to solve this problem an ontology to model
the domain of research papers similarity measures is required. While surveying
content based similarity measuring techniques, it was found that these techniques
were not integrated with each other, to formulate a hybrid technique without
overlappings and redundancies in methods and features. We have surveyed differ-
ent ontologies relevant to research paper similarity measures domain, finding that
none of these were modeling this domain. In this thesis, content based similarity
measuring techniques were modelled in the form of ontology named as COReS
(Content based Ontology for Research paper Similarity) which has been evaluated
using automated evaluation tools and user study based evaluation techniques. An
important application of COReS is finding research paper similarity measures in
a comprehensively by using knowledge about relationships between different sim-
ilarity measuring techniques demonstrated using four use cases. An experiment
was also performed on a gold standard data set of research papers to compute
comprehensive similarity measures using COReS. The results of Fractional Re-
gression Coefficient (Percentage Difference) between user study based similarity
measure (as a benchmark) and comprehensive similarity measure were computed.
It was found that comprehensive similarity measure was more correlated to user
study based similarity measure with a value of 47% for Fractional Regression Co-
efficient as compared to vector space based and InText citation based similarity
measuring techniques and their combinations. COReS models only the content
based similarity measuring techniques, the model can be extended for other simi-

larity measuring techniques for example Collaborative Filtering, Item Centric etc.



COReS can also be aligned with other relevant ontologies (SPAR) to enhance its

adaptation by community.
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Chapter 1

Introduction and Research

Methodology

1.1 Introduction

A large number of research papers are being published (every month) and indexed
by a number of systems such as Search Engines, Citation Indexers [1], Digital
Libraries [2], Social Bookmarking services which enable researchers to explore
through these papers. One of the typical query is to find similar and influential
papers by using these services. However, users are frustrated mainly due to the
availability of a huge number of results for similar research papers where most
of them are not similar at all. A careful analysis of the systems to find similar
research papers reveals a major shortcoming which needs to be addressed in order
to develop a comprehensive research paper similarity measure with reasonable
accuracy. The shortcoming is that a proper definition of research paper similarity
measure does not exist, which encompasses different aspects of similarity measure
in a comprehensive way. Different researchers provide different views of research

paper similarity but a holistic view is missing.

This can be better understood by an analogy of blind (narrow focused) persons

observing an elephant. One of them found elephant’s leg and said it is like a pillar;

1



Introduction and Research Methodology 2

another observed the ears of the elephant as a fan. The third blind person found
the trunk and said it was like a snake, for another one after feeling the tail it was
like a rope. Actually each person defined the elephant according to the aspect
she had observed and was unaware of the bigger picture representing the whole
elephant. In the same sense, different researchers in the domain of research paper
similarity measure concentrate on specific types of similarity measure. We need
to have a comprehensive view (a big picture) which includes all the features and

methods to measure similarity.

There are different methods used to find similarity measure between research pa-
pers using different features. Some of the similarity measuring techniques are used
more frequently with overlapped functionalities and features while others are used
less frequently. This also make it a difficult task to identify a gap in the formu-
lation of a similarity measuring technique and then use the missing features and

methods to fill that gap.

The features used for research paper similarity can be categorized into content
based features and meta data based features. The textual and graphical material
within a research paper represents its contents, e.g., title, keywords, abstract,
citations, citations’ context, authors, venue of publications, section headings, text
within sections, conclusions etc. These features are used to compute different
informational values by using term frequency (TF), term frequency with inverse
document frequency (TF/IDF), term position, probability distribution of terms,
etc., to be used to measure similarity of research papers. The similarity measuring
methods can be grouped as vector space model-based, probabilistic, citation-based,

semantic-based, and other techniques.

Vector space model-based similarity measuring methods use vector space model
that represents documents/ research papers as vectors of terms appearing in these
papers with weight values like term frequency, TF/IDF, etc. Probabilistic similar-
ity measuring methods such as KL-divergence discussed in [3] and [4], and Point
Wise Mutual Information (PMI) [5] use probability distribution lists of terms from

the research papers/documents. Citation-based similarity measuring methods use
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citation tags, citation context, and bibliographic reference lists from the research
papers. Different types of citation-based similarity methods are: direct citation
count, co-citation analysis, citation context based, and bibliographic coupling [6].
Other similarity measuring methods are visual, structural, lexical and hybrid.
Visual method uses the visual layout of research papers in the form of scanned
images [7]. Structural similarity uses XML layout of research papers for finding
similarity between them [8]. Hybrid similarity measuring techniques represent
a combination of different similarity measuring methods such as short segment

based [3] and text documents based [9].

After reviewing these similarity measuring methods and features used in the meth-
ods, it can be easily concluded that there is an overlap in the use of features and the
methods. Similarity measuring methods like Cosine, Jaccard, Euclidean distance,
and other vectors space based methods have overlapping in their computational
models. In case of research paper features, there are commonalities among dif-
ferent feature types like term frequency, inverse document frequency, TF/IDF,
etc [10]. One can imagine the domain of research papers’ similarity as a complex
graph of features and methods with some frequently used features and methods
as compared to others. There is a need to organize this complex graph into a
meaningful structure so that one can easily identify that how to use this graph by
intelligently merging multiple components (features and methods) of the graph in
order to measure comprehensive similarity among research papers. The organiza-
tion of the research paper similarity measures in a meaningful structure can be

termed as the development of an ontology! for the domain of similarity measure.

In this thesis, our main focus is on the development of ontology for modeling of
content-based (title, abstract, introduction, and references etc.) research paper

similarity methods and the features used in these methods.

The question arises that why we need ontologies or an ontology based approach?

The reasons to develop ontology [11] are:

LAn ontology defines a common vocabulary for researchers who need to share information
in a domain. It includes machine-interpret able definitions of basic concepts in the domain and
relations among them [11]
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1. To share common understanding of the structure of information among peo-

ple or software agents
2. To enable reuse of domain knowledge
3. To make domain assumptions explicit
4. To separate domain knowledge from the operational knowledge

5. To analyze domain knowledge

Therefore developing an ontology to model the domain of research paper similarity
measure would help us to achieve the objective of common understanding by people

and machines in order to measure overall similarity between the research papers.

Recall the definition of similarity as the measure of likeliness in the features of
multiple research papers; there are many features which can be used to measure
the similarity. How all the similarity measures can be combined by exploring
relationships between them to compute overall document similarity, is not known.
There is no precise and complete conceptual model available using which one can
compute the research paper similarity comprehensively. If the terms like similarity
measuring methods and its sub-categories are classified in the form of ontology, it
would become easier for people to understand and use these constituent concepts
effectively. If the knowledge base of this ontology (instances) contains different
similarity measures which use different features and methods, then an approach

to comprehensively integrate all these methods can be devised intelligently.

To develop the ontology for similarity measures, we have adopted a well-structured
methodology to develop ontology (Methontology) [12], in which ontology is de-
veloped from scratch. The proposed ontology has been named as COReS that
stands for Content-based Ontology for Research papers’ Similarity. The ontology
was evaluated by using automated evaluation tools ODEVAL [13], Hermit rea-
soner [14], Fact++ [15], and user study based evaluation methods. The evaluation

process looked for inconsistency, incompleteness, and redundancy errors [12], their



Introduction and Research Methodology )

extensions [16], and evaluation metrics such as accuracy, clarity, and adaptability

[17] in COReS. COReS is available as an OWL file (COReS.owl) at following link:

https://github.com/QamarPC103006/COReS

An important application of COReS is the computation of comprehensive research
papers’ similarity measure in a comprehensive way which was illustrated by pre-
senting four use cases. In these use cases different similarity measuring tech-
niques were used in a combined way represented as a weighted sum of vector space
based, probabilistic, and citation based similarity measuring techniques modeled
in COReS. We have used the knowledge of disjoint and overlap relationships be-
tween the similarity measuring techniques (conceptualized in the COReS) for the

computation of similarity.

To verify our claim of computing comprehensive research paper similarity using
COReS, we have performed an experiment on a gold standard data set of research
papers. This data set contained 72 query papers along with 3 to 8 reference papers
for each of the query paper, and 368 pair wise combinations of these research
papers. This data set already contained the inText citation based and user study

based similarity measures among the query papers and their reference papers.

In our experiment we have computed Cosine, Jaccard, and Euclidean distance
similarity measures among the research papers. Different binary combinations of
these similarity measures were also calculated. Comprehensive similarity mea-
sure was computed by combining inText citation based and average vector space
based similarity measures by using knowledge about their (overlapping and dis-
joint) relationships from COReS. User study based similarity measure was used
as a benchmark for performance analysis of different similarity measures. For
performance analysis fractional regression coefficient (percentage difference) [18]
was used. It was found that performance of comprehensive similarity measure was
significantly better (with a percentage difference of 47%) than the top performing

similarity measure i.e. inText citation based similarity from the data set by use of
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fractional regression coefficient. These results were supporting our claim of concep-
tualization of domain of research paper similarity and computing comprehensive

similarity using knowledge.

1.2 Problem Statement

There is a lot of overlappings and redundancies in the research paper similarity
measuring techniques as represented in Table 3.39. Multiple similarity measuring
techniques are using the same features to find the similarity, for example Cosine,
Jaccard, Euclidean, Pearson correlation based similarity measures use same vec-
tor space model with a common feature TF/IDF in majority of the published
techniques [10]. Important features like term position, phrase depth, common ci-
tation/inverse document frequency (CC/IDF) are missing in the computation of
these similarity measuring techniques. The vector space based techniques also have
commonalities in their similarity measure computational methods such as Cosine,
Jaccard, and Euclidean distance techniques use fractional formulas (Table 3.39)

which have common values either in their numerators or denominators.

There is no classification of the similarity measuring techniques available in liter-
ature, which is based upon the features and methods used. It is not known that
how to combine the similarity measures computed by different similarity measuring
techniques in order to compute the overall similarity measure among the research
papers. We believe that the reason behind all these problems is the non-availability

of an ontology of similarity measures among research papers.

1.3 Research Questions

The problem discussed raises at least following research questions:

1. What are the features in a research paper which can be used to find similarity

measures? How can these features be classified into logical groupings?
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2. What are the methods to compute the similarity measures? How can these

methods be classified into logical groupings?

3. Can we organize the features and methods in the form of an ontology for

research paper similarity measures?

4. Can the missing features and methods be worked out to develop new tech-

niques to find similarity measures?

5. How the developed ontology is going to be helpful in developing a com-
prehensive similarity measure by combining and giving weights to different

features and methods?

1.4 Research Methodology

We have adopted ontology development methodology (Methontology) [12] as our
research methodology, comprising of following steps which will answer the research

questions raised in the previous section.

1. Specification: Scope of ontology and scenarios are required to be specified,

which is already provided in section 1.1.

2. Literature review for existing ontologies was performed for any possibility of

modeling of research paper similarity measures domain.

3. Knowledge Acquisition: Content based similarity measuring techniques were
analyzed to find overlapping and disjoint relationships for conceptualization

of research paper similarity measures domain.

4. Conceptualization and Implementation: Formation of a comprehensive on-
tology for similarity measures among research papers using ontology devel-

opment techniques.

5. Evaluation: Evaluation of the developed ontology using evaluation tools and

user study based evaluation.
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6. Evaluation: Demonstrate the working of the similarity measuring system by

using the proposed ontology to evaluate its adaptability.

7. Publish the results.

1.5 Dissertation Organization

This thesis is organized in the following chapters. Chapter 2 surveys existing
ontologies relevant to the proposed ontology and semantic similarity techniques
based on ontologies. Chapter 3 describes a detailed analysis of content based re-
search paper similarity techniques in an organized way for knowledge acquisition
of domain of research paper similarity measures. This chapter also presents the
research gap analysis for surveyed techniques using features and methods from
the domain of research paper similarity measures. Chapter 4 presents the concep-
tualization and implementation of COReS, the proposed ontology. This chapter
presents semantic models for features of research papers and for content based
similarity measuring techniques. Chapter 5 discusses evaluation of COReS using
different ontology evaluation techniques; such as automated tool based and user
study based evaluation. Chapter 6 provides application of COReS demonstrated
by four use cases to evaluate its adaptability. Chapter 7 describes experimental
analysis of comprehensive research paper similarity measure computation using
knowledge from COReS. Chapter 8 concludes this thesis along with a number of

future tasks.

1.6 Research Contributions

1. Knowledge acquisition from the research paper content based similarity mea-

sures for modeling the domain of research papers similarity measures.

2. Conceptualization and development of ontology, COReS, for research papers’

similarity measures and evaluation of COReS.



Introduction and Research Methodology 9

3. Compute a comprehensive research paper similarity measuring technique in-

tegrating all content based similarity measuring techniques using knowledge

from COReS.



Chapter 2

Literature Review for COReS

When we need to develop an ontology [11], we have to survey the existing ontolo-
gies to check if these are modeling the required domain. Therefore in this chapter
we will survey different ontologies to see if these ontologies model the domain
of research paper similarity measures? Ontologies related to domain of semantic
publishing and digital libraries were surveyed in this chapter as they seem more
relevant to domain of research paper similarity measures. We have also surveyed
ontology based semantic similarity measuring techniques to answer a question that
whether these techniques provide a framework for combining different similarity
measuring methods? We have also reviewed the literature presenting classifications

of different similarity techniques.

2.1 Survey of the Existing Ontologies

No such ontology available in the literature which models the domain of research
paper similarity measures. Therefore, we have reviewed those ontologies which
involved conceptual modeling of contents of research papers and will be useful for
computation of research paper similarity measures. These ontologies are SwetoD-
blp ontology [19] and ontologies published under a group Semantic Publishing and
Referencing (SPAR) [20]. SwetoDblp provides an RDF based model of the DBLP

10
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data set, a digital library of research papers. The focus of SPAR ontologies is on
modeling the structure of a scientific document (DoCO), reference lists appearing
in these documents (FaBiO) [21] and citation information about these document

(CITO) [21].

2.1.1 SwetoDblp Ontology

An RDF-based ontology [19] named as SwetoDblp is presented in this section,
which is populated from DBLP data set [22]. This is a shallow ontology [23] as
it comprises of a few terms and it organizes the very large amount of data about
research papers stored in DBLP data set. This ontology models the concepts of
research papers, their authors social media related information, and meta data of
research papers. In SwetoDblp, concepts related to research papers are not further
conceptualized according to rhetorical and structural sections. Further, there is no
conceptualization of research paper similarity measures and similarity measuring

techniques in SwetoDblp.

2.1.2 SPAR Ontologies

Semantic publishing of scientific documents is conceptualized by a set of ontolo-
gies called SPAR (Semantic Publishing and Referencing) ontologies. During the
development of SPAR ontologies [20], previous work related to the structural and
rhetorical conceptualization of scientific documents was analyzed thoroughly to
address the structural and rhetorical components of a document. For this pur-
pose, Ontology named DoCO (Document Component Ontology) was introduced.
It provides [20] a prearranged vocabulary of document components, both struc-
tural (e.g. Block, Inline, container), rhetorical (e.g. Introduction, discussion,
acknowledgements, reference list, figure, appendix) and mixed (e.g., paragraph,
section, chapter), enabling these components, and documents composed of them,

to be described in RDF. The advantage of DoCO is to import different relevant
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ontologies such as DEO, Pattern Ontology, and SALT ontology making it rich in

structure.

FaBiO is [21] FRBR aligned Bibliographic Ontology for recording and publishing
the bibliographic records appearing in the reference section of a scientific docu-
ment. In particular, DC (Dublin Core) Terms [24], PRISM (Publishing Require-
ments for Industry Standard Meta data) [25] , FRBR (Functional Requirement
of Bibliographic Records) [21] and SKOS (Simple Knowledge Organization Sys-
tem) terms [26] are all included in FaBiO. DC terms and vocabularies are most
commonly used for modeling of cataloging resources. PRISM is a specification
defining a rich set of meta data terms for describing published work. There are
different similarity measuring techniques which use bibliographic resources such

as references to research papers for finding similar papers.

CiTO (Citation Typing Ontology) presents semantic modeling of citation reasons,
which were not previously provided in ontologies like SWAN (Semantic Web Ap-
plications in Neuromedicine) and BIBO (Bibliographic Ontology). CiTO holds
just two main object properties, cito:cites and its inverse cito:isCitedBy, each of
which has 32 sub-properties. CiTO also has two generic object properties to
make statements linking two entities that do not constitute formal citation acts:
cito:shareAuthorsWith and cito:likes, the latter authorizing social media ’likes’
statements to be encoded in RDF. Rhetorical properties of CiTO are being assem-

bled in positive, informative (neutral), and negative.

SPAR ontologies were not found to conceptualize any research paper similarity

measures and similarity measuring techniques.

2.2 Survey of Ontology Based Semantic Similar-

ity Measuring Techniques

In this section, we have surveyed ontology based semantic similarity measuring

techniques to check whether these techniques offer any framework or ontology
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for domain of research paper similarity measures? These techniques have been

surveyed to find the answers for the following questions.

1. Does the ontology base semantic similarity measuring techniques are focused

on intra ontology or inter ontology similarity?

2. Does the technique is finding similarity measures among research papers or

other documents/entities?
3. How this technique works?

4. Which data set does a technique uses or any case studies about usage are

presented?

5. How the technique is evaluated on the basis of performance parameters such

as: accuracy, precision, f-measure etc.

6. Does the technique provide any semantic model or framework to combine

different similarity measuring techniques?

The reason for surveying these techniques using above questions is that we need to
analyze the semantic similarity measuring techniques which may be using different
ontologies, to see any possibility of modeling of domain of research paper similarity

measures.

This research [27] is about a similarity technique to be computed between dif-
ferent concepts. The technique focuses on semantic relationships between the
concepts. Ontology based similarity measures are better as the knowledge from
ontology is helpful to find unclear relationships between the concepts. It is not
clear that whether the proposed technique is intra ontology similarity or inter
ontology similarity? The technique uses TF/IDF measures which mean the tech-
nique was used for finding similarity measures among the documents. The data
set used by experiment are mini newsgroups which is a subset of Yahoo!. The ex-
periment performed in this work uses the Wine ontology available from W3C. The

proposed technique was performing text document classification using ontology
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based approach. Precision and Recall were considered as performance measure in
this experiment. Precision was found more important in order to get the better
results. This paper does not provide any semantic model or framework to combine

different similarity measuring techniques.

This technique [28] finds the best semantic similarity measure from different avail-
able measures. These semantic similarity measures are used to find similarities
between the concepts within a single ontology. Author has found the seman-
tic similarity measure which can provide good results with less error rate. The
experiment was done on taxonomy of concepts from health domain (ICD10 Taxon-
omy) not on research papers or general documents. Different semantic similarity
measuring techniques were used which perform distance based measures on this
taxonomy. The similarity between 30 pairs from health domain has been evalu-
ated using different types of semantic similarity measure equations. This research
does not present any semantic model or framework to combine different similarity

measuring techniques.

This work [29] proposed a similarity comparison algorithm for documents using
ontologies. Authors have used ontologies as graph based model to reflect semantic
relationships between concepts and use them for text analysis and comparison.
This technique focuses on a single ontology and extraction of sub ontologies. In-
stead of performing raw document comparison, documents are enhanced using
concepts from an ontology. Due to this enhancement documents which were not
previously similar may become similar to some extent. This technique is demon-
strated to find similarity between general text documents rather than research
papers. The use of this technique was demonstrated using only a case study not
by any sort of data set and this technique was not evaluated. This work does
not provide any semantic model or framework for combining different similarity

measuring techniques.

Estimation of semantic relatedness [30] between the terms is an important task to
interpret textual data. In this paper, authors have surveyed and classified differ-

ent ontology based semantic similarity measuring approaches in order to evaluate
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their advantages and limitations. They have also compared the performance of
these approaches from practical and theoretical point of view. A new ontology
based similarity technique is also introduced which uses taxonomical features. A
common framework was used to compare the performance of newly proposed ap-
proach with other approaches from related work. Proposed approach was found
more accurate than the other approaches. The proposed techniques and discussed
semantic similarity techniques focused on finding similarity between the concepts
of a single ontology. The proposed technique used ontology of concepts rather
than documents/research papers to perform its tasks. In this paper different on-
tology based semantic similarity measures are discussed and these techniques are
classified as: edge counting approaches, feature based measures, measures based
on information contents. The experiment in this paper uses Miller and Charles
and Rubenstein and Goodenough benchmarks. The results of experiment report
correlation for different semantic similarity techniques using these benchmarks.
This research does not introduce any semantic model or framework for combining

different similarity measuring techniques.

A significant and growing amount of semantic data [31] is published on Web as
linked open data (LOD). SPARQL provides querying and searching mechanisms
for Linked Open Data (LOD), which can help in development of a vast range
of semantic web applications. SPARQL is unable to compare, prioritize or rank
the search results from queries of users. The examples of systems which provide
such search results are recommender systems, matchmaking, and social network
analysis. This paper solves this problem related to SPARQL by designing a sys-
tematic model to measure semantic similarity between resources in a linked open
data. Authors proposed a generalized information content based approach. This
approach was previously less perceived in context of usage for linked open data.
Authors have validated and evaluated this similarity measure in a recommender
system. Authors claim that their approach outperforms the recommender systems
using conventional approaches. It is not clear that whether the approach uses

a single linked open data set or an interlinked set of LODs. This research does
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not introduce any semantic model or framework for combining different similarity

measuring techniques.

This paper introduces a new and efficient model [32] for representation of tax-
onomies called PosetHERep, which is an adaptation of half-edge data structure
used for planner graphs. The paper also introduces a new Java library named
as Half-Edge Semantic Measure Library (HESML) based on PosetHERep. This
library implements most ontology based semantic similarity measures and Infor-
mation Content models are reported in the literature. This research also pro-
vides a set of reproducible experiments on word similarity based on HESML and
ReproZip. A replication framework and a data set named as WNSimpRep V1
were also produced by authors to support the replication of methods reported
in literature. The proposed approach was adopted due to drawbacks in current
semantic measuring libraries, specifically in terms of performance and scalability.
PosetHERep proposes a memory efficient representation of taxonomies by provid-
ing most taxonomy based algorithms used by semantic measures and Information
Content models. This paper has also classified the ontology based semantic similar-
ity measures into different categories. This research work is not about computing
any new similarity measure among the documents/research papers. Performance
of semantic similarity measures implemented using this technique was found better

than the conventional semantic similarity measuring techniques.

This paper provides a framework [33] for unification of different ontology based
semantic similarity measures available in the literature. This framework attempts
to answer questions such as: which similarity measure should be selected for a
concrete application? Are different similarity measures equivalent to each other?
Authors have performed an in-depth analysis of different existing semantic similar-
ity measures to identify their core elements. This framework have been tested for
hundreds of semantic similarity measures in biomedical context. According to this
paper different similarity measures are designed according to specific paradigms.
From a paradigm, estimators of commonalities and differences will be defined.

These estimators are considered as roots of all existing similarity measures. This
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paper provides theoretical definition of a framework dedicated to semantic simi-
larity measures. The similarities tested in this paper used different data sets/on-
tologies from medical domain like SNOMED-CT (Systematized Nomenclature of
Medicine — Clinical Terms). The framework focused on techniques which are used

find similarity measures between concepts rather than documents/research papers.

2.3 Survey of Approaches Classifying Different

Similarity Measuring Techniques

A number of authors have categorized different content based similarity measuring
techniques in their work. Although the techniques they have discussed were not
been used to compute similarity measures between research papers. Most of these
techniques were used to compute similarity measures between short text segments.

These techniques are discussed in this section.

According to [3], short text segment based similarity measures can be computed
using different similarity measuring techniques. Authors have categorized similar-
ity techniques into three categories: lexical, probabilistic and hybrid. The most
basic similarity measuring techniques are lexical similarities; these techniques are
based on matching the terms in surface representation of text. For further clas-
sification of these similarity measuring techniques, authors have used categories
of text representation. These categories are surface text, expanded text, and
stemmed text based similarities. It was observed that authors have classified these
similarity measuring techniques according to their perception to find similarities
between the short text segments. Figure 2.1 represents a classification of similarity

measuring techniques as discussed in [3].

As hybrid techniques uses multiple similarities measuring techniques to get match-
ing results and only the high ranking results are selected. One of these authors

has further improved these techniques as discussed in [4]. In this paper, authors
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FIGURE 2.1: Classification of similarity techniques by Metzler et al [3]

have described an extended web similarity based ranking scheme [34] using a bet-
ter term weighting scheme. The web-based similarity ranking function uses term
frequency and document frequency to measure the importance of terms in the ex-
panded representation of input text segments. Figure 2.2 represents a similarity

hierarchy according to perception of authors of this paper.

A system called UKP is proposed [9] to compute semantic text similarity by com-
bining different content based similarity measuring techniques. Authors have clas-
sified different text-based similarity measuring techniques used in their system.
The categories of string based similarity measures such as Longest Common Sub-
sequence [35], Greedy string tiling [36], Jaro, Jaro-Winkler, Monge and Elkan,
Levenshtein, and Character/Word n-grams were discussed. Another category for
text similarity measure is defined as semantic similarity measure with categories
such as Pairwise word similarity, Explicit Semantic Analysis, Textual Entailment,
and Distributional Thesaurus. Figure 2.3 shows a classification of different simi-

larity measures as discussed by authors in this paper.

After surveying these techniques, we conclude that different authors have classi-

fied/grouped the similarity measuring techniques in different ways according to
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their understanding and experimental needs. Therefore there is a need for a com-

prehensive classification model of similarity measuring techniques.
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2.4 Conclusions

After surveying relevant ontologies, semantic similarity measuring techniques and
authors’ perceived classifications of similarity measuring methods, we have reached
to a number of conclusions. No such ontology available in the literature which mod-
els the domain of research paper similarity measures. Proposed ontology (COReS)
models the domain of research paper similarity measures. Different semantic simi-
larity measuring techniques were also surveyed and it was found that none of them
except one [33] provide any framework to combine different similarity measuring
methods. The cited approach which contains a framework was focusing on com-
bining different ontology based semantic similarity measuring techniques rather
than research papers based similarity measuring techniques. After surveying ap-
proaches, in which authors have classified different similarity measuring techniques
according to their understanding and experimental needs, we concluded that each
author have their own classification hierarchy of these techniques and there is
lack of a comprehensive classification for similarity measuring techniques in the

literature.



Chapter 3

Knowledge Acquisition for

Development of COReS

3.1 Introduction to the Acquisition Process

To provide an ontology for the domain of research paper similarity measures, we
need to acquire the knowledge of this domain. Since it is a very broad domain we
have narrowed down our focus by selecting content based similarity techniques,
the most dominant category in this domain [10]. The knowledge acquisition task

was accomplished by adopting following steps:

1. 67 research papers from the field of content based research paper similarity

measuring techniques were collected.

2. These papers were surveyed for any possibility of modeling of domain of the

research paper similarity measures.

3. Features of research papers and similarity measuring methods using these
features, were analyzed to identify disjoint and overlapping relationships

between the similarity measuring techniques to be modeled.

4. This knowledge of relationships between similarity measuring techniques was
used in proposed ontology (COReS).
21
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5. A task of research gap analysis for the surveyed similarity measuring tech-

niques was performed as a secondary activity of the knowledge acquisition.

The similarity measuring methods used in the similarity measuring techniques can
be categorized as vector space-based, probabilistic, citation based, structural, vi-
sual, and lexical. These methods used different features of research papers to find
similarity measures between them. A number of vector space based methods are
Cosine, Jaccard, Dice, and Overlapping coefficients [37] etc. In these methods fea-
tures like term frequency, term frequency-inverse document frequencies (TF /IDF)
etc. are used. Probabilistic similarity measuring methods [3, 37] use probability
distribution of words extracted from the research papers. Two of these methods
used term co-occurrence sets built from different sources of research paper repos-
itories. Some examples of Probabilistic similarity methods are KL-Divergence,
Average KL-Divergence, and Point Wise Mutual Information (PMI) [5, 38]. In
the case of citation based similarity measuring methods: citation tags, citation
context information, and bibliographic lists (which are represented as References
section) from research papers are used. Many of the citation-based similarity mea-
suring approaches use citation graphs of research papers. Examples of the citation
based similarity measuring methods are citation count, co-citation analysis, and
bibliographic coupling [6]. Lexical similarity measuring methods (edit distance)
use string based text information from the research papers. There are methods
which use structural layout information of research papers to find the similar-
ity among them. Structural similarity measuring methods use XML layouts of
research papers. Visual similarity measuring methods use the visual layout of

research papers in the form of their scanned images.

Content based similarity measuring techniques have been classified by researchers
according to their experimental needs and understanding [3, 9], however, there
is no comprehensive classification from the nature of the algorithms and feature
used (operational semantics classification) available. Further different con-

tent based similarity measuring techniques use different weighting schemes of the
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research papers. Therefore, a survey of different content based similarity measur-
ing techniques and a model for classification of content based similarity measuring
methods have been presented from the (semantics-of-their-operations) point

of view in this chapter.

This survey was accomplished to achieve the objective of formulation of an com-
prehensive scheme (ontology) to find similar papers from a huge repository of

research papers in order to provide the answers to the following questions:

1. Can we categorize a particular concept related to research paper features
and similarity measuring methods as disjoint or overlapping, by analyzing

content based similarity measuring techniques?

2. Is there an ontology (semantic model) available for a given similarity mea-

suring technique based on the operational semantics and features used?

3. How can a particular similarity measuring technique be integrated with other
techniques into the formulation of a hybrid similarity measuring technique

without redundancies and overlapping in the methods and features?

3.2 Basic Terminology about Content Based Sim-

ilarity Measuring Techniques:

Before starting the survey of content based similarity measuring techniques, we
will introduce reader with basic terminology from this domain. For this purpose,
we have provided definitions of basic terms from domain of content based similarity

measuring techniques in this section.

Vector Space Model: Vector space model or term vector model is an algebraic
model for the demonstration of text documents (and any objects, in general) as
vectors of identifiers for example: index terms. It is used in information filtering,

information retrieval, indexing, and relevancy rankings.
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Document Vector: Documents and queries are denoted as vectors in equation

(3.1) and (3.2).

dj = (W), Wiy, - Wi g)) (3.1)

q = (w{l,q}, w{gﬂ}, ey w{n,q}) (3.2)

where d; and q are document vectors and wy; j1, Wz 3y, ..., Wir 53 and Wi g1, Wiz,g1s o, Win,g}

are weights of terms appearing in document d; and ¢ respectively.

Term Frequency (TF): The number of times a term appears in a document.
Term frequency is used as weight in term vector for a document in Vector Space

model.

Document Frequency (DF): Document frequency dft represents the number of
documents in a collection that contain a term t. This measure provides a collection
wide statistics of term t, which is helpful in discriminating between the documents

for purpose of scoring.

Inverse document frequency (IDF): If N is total number of documents in a
collection and ¢ is a term used in the document, then inverse document frequency

is represented by following equation (3.3)

N
t

IDF of a rare term is high whereas the IDF of a frequent term is likely to be low.

TF /IDF: Definitions of Term Frequency and Inverse Document Frequency can be
combined to produce a composite weight for each term in each document. TF/IDF

assigns a term t a weight in a document t using following equation (3.4).

tf-idf, 4 = tf, 4 X idf, (3.4)
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CC/IDF: Cite seer uses common citations to make an estimation of which docu-
ments in the downloaded database of research papers are the most closely related
to a document picked by the user. This measure, “Common Citation Inverse Doc-
ument Frequency” (CC/IDF) is analogous to the word oriented TF/IDF word
weights. As in the use of TF/IDF, CC/IDF assumes that if a very uncommon
citation is shared by two documents, this should be weighted more highly than a

citation made by a large number of documents.

Term position: In which field of input of a research paper, whether a term
of query appears. Many fields are considered more important than others. The
terms of query which appear in important fields of research paper should be ranked

better.

N-gram: The words in a text document with N number of characters in it, where
N is an arbitrary integer value. Specific cases of N-gram are unigram (single
character based), digram (two character based), trigram (three character based)

text.

Document space: The matrix in following table 3.1 represents words as vectors
in a document space. Each row of the table represents a document and columns
represent terms which are required to be checked for their presence in these doc-
uments. A cell value 1 represents the presence of a term in a document and 0

represents its absence.

TABLE 3.1: Document Space

cosmonaut astronaut moon car truck
di | 1 0 1 1 0
dy | O 1 1 0 0
ds | 1 0 0 0 0
ds | O 0 0 1 1
ds | 0 0 0 1 0
de | O 0 0 0 1

Word space: The matrix in following table 3.2 represents words as vectors in

word space. An entry in this matrix contains the number of times a word in
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a column co-occurs with word in a row. The numeric value in cells of matrix

represents the number of co-occurrences of a word/term.

TABLE 3.2: Word Space

cosmonaut astronaut moon car truck
cosmonaut | 2 0 1 1 0
astronaut | 0 1 1 0 0
moon 1 1 2 1 0
car 1 0 1 3 1
truck 0 0 0 1 2

Co-occurrence: Words are similar to the extent that they co-occur with the same

words. The table 3.1 for document space represents the co-occurrence of a term

within multiple documents. The figure for word space represents the co-occurrence

of a term with other term in the documents observed.

Binary vector: The binary vectors contain entries containing either 1 or 0. The

simplest way to define a binary vector is as the set of dimensions on which it has

non zero values. For example vector for cosmonaut in following table 3.3 can be

represented as the set {Soviet, Spacewalking}

TABLE 3.3: Binary Vector

cosmonaut astronaut moon car truck
Soviet 1 0 0 1 1
American 0 1 0 1 1
spacewalking | 1 1 0 0 0
red 0 0 0 1 1
full 0 0 1 0 0
old 0 0 0 1 1

Matching coefficient: The matching coefficient simply counts the number of

dimensions on which both vectors are non-zero. For binary vectors X and Y this

coefficient is represented by following equation (3.5).

XNy

(3.5)
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Dice coefficient: The Dice coefficient normalizes for length by dividing by the
total number of non-zero entries for binary vectors. We multiply by 2 so that we
get a measure that ranges from 0.0 to 1.0 with 1.0 indicating identical vectors. For

binary vectors X and Y it is represented by following equation (3.6).

2(XNY]
| X+ Y]

(3.6)
Jaccard coefficient: The Jaccard coefficient penalizes a small number of shared
entries (as a proportion of all non-zero entries) more than the Dice coefficient
does. Both measures range from 0.0 (no overlap) to 1.0 (perfect overlap), but the
Jaccard coefficient gives lower values to low-overlap cases. For binary vectors X

and Y this coefficient is represented by following equation (3.7).

XY
X UY]|

(3.7)
Overlap coefficient: The Overlap coefficient has the flavor of a measure of
inclusion. It has a value of 1.0 if every dimension with a non-zero value for the
first vector is also non-zero for the second vector or vice versa. For binary vectors

X and Y this coefficient is represented by following equation (3.8).

XY
min (|X|, [Y])

(3.8)
Cosine coefficient: The cosine is identical to the Dice coefficient for vectors
with the same number of non-zero entries, but it penalizes less in cases where the
number of non-zero entries is very different. For binary vectors X and Y the cosine

coefficient is represented by following equation (3.9).

|IX NY]|

3.9
[ X < Y] &

Surface text: Surface representation of text is text of a document itself. The
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surface text of documents/research papers is commonly used by different simi-
larity measuring techniques. Surface text usage in the similarity measures may
cause vocabulary mismatch problem which may reduce the recall for a similarity

measuring method.

Expanded text: When relevant text from outer source is appended with text of
a document, it is called the expanded text. Expanded text is used to overcome

the vocabulary mismatch problem.

Stemmed text: Stemming is most common way to generalize a text. It is com-
monly used in information retrieval systems to overcome the vocabulary mismatch
problem. Stemming may cause a problem to introduce noise in the text which may

cause difficulties in computing the similarity measures.

Vector Space based similarity techniques: Such similarity techniques which
use vector space model of the documents to find similarity between them. In vector
space model, a document is represented by a vector containing features for differ-
ent dimensions of that document. Normally a dimension represents a term that
appears in the document. Common vector space model based similarity measuring

techniques are Cosine, Jaccard, and Euclidean distance similarity measures, etc.

Cosine similarity: When documents are presented as vectors, the degree of
similarity measure between the two documents is measured as correlation between
their corresponding vectors. This can be further quantified as cosine of the angle
between the two vectors. Given two documents t_; and t_b>, their cosine similarity
measure is represented in equation (3.10):
s b

(3.10)

SIM (? _>) _ %

— — . .
where t, and t, are m-dimensional vectors over the term set T = {t1, ..., t;um}-
Each dimension represents a term with its weight in the document, which is non-

negative.
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L-Cosine similarity: According to authors [39], each structural part of a doc-
ument /research paper (such as title, abstract, etc.) contributes with a different
importance. Therefore cosine similarity metric is not applied on whole text of
the document but applied to each field (in this case title and abstract) separately.
This is named as linear combination of different cosine values or L-Cosine which

is computed using following equation (3.11).

L — Cosine(i, j) = a x Cosine(t;, t;) +  x Cosine(a;, a;) (3.11)

Soft Cosine similarity: The traditional cosine similarity measure ignores sim-
ilarity between features of two vectors to compute similarity between them. Soft
Cosine similarity measure uses similarity weights of feature vectors to compute
similarity between them. The similarity measure between features of two vectors

can be found using stemming in Natural Language Processing (NLP) technique.

Cosine index: It is also called Salton’s cosine index. It is computed as ratio of
items contained in the documents 7 and j, normalized by square root of product
of items from document i and j represented by following equation (3.12).

items;;

(3.12)

Cosine Index =

Vitems; - items;

Jaccard similarity: This similarity measure uses intersection of two objects

divided by their union. Following equation (3.13) represents Jaccard similarity.

SN .t
SIMy (10, 1) = iy (3.13)
L+ [B] -

Jaccard index: This index is calculated as the ratio of items (e.g. words, citation,
etc.) being contained in documents ¢ and 7, normalized by the sum of the items
in documents ¢ and j minus the nominator as shown in equation (3.14):

items;; (3.14)

Jaccard Inder = - : :
items; + items; — items;;
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Inclusion Index: The Inclusion Index takes into account the common items
between two documents based on the minimum number of items from document

i or j, represented by following equation (3.15) :

1tems;;

Jaccard Index = (3.15)

min (items;, items;)

Pearson Correlation similarity: Pearson’s correlation coefficient is another
measure of the extent to which two vectors are related. There are different forms
of the Pearson correlation coefficient formula. Given the term set T = {t1, ..., t;um },

a commonly used form is presented below in equation (3.16).

M 3 wia X Wiy — TFy x TE
= =1 (3.16)

\/ [mtiwﬁa -T Fg} [mtiwib — TFI?]

Edit distance similarity: Edit distance is a way of quantifying how dissimilar
two strings (e.g., words) are to one another by counting the minimum number of
operations required to transform one string into the other. The similarity mea-
suring technique which uses edit distance to find the similarity between the string

values is called edit distance similarity.

Research paper sections (Meta data of Research paper): Different sections
of a research paper are Title, Author Names, Affiliations, Abstract, Introduction,
Related Work, Results and discussions, conclusions etc. These are also called
meta data of research paper. Different similarity measuring techniques use these

sections to measure similarity among the research papers.

Entities outside the research paper: Such contents or material which is not
directly part of a research paper but represents important information related to
the paper. Examples of such entities are citation graphs of research papers, social
bookmarking tags for research papers, user’s reviews about research papers, etc.

These entities are useful to measure similarity among the research papers.
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Bag of Words: The bag-of-words model is a simplifying representation used in
natural language processing (NLP) and information retrieval (IR). In this model,
a text (such as a sentence or a document) is represented as the bag (multi set) of

its words, disregarding grammar and even word order but keeping multiplicity.

Recommender system: A recommender system or a recommendation system
is a subclass of information filtering system that seeks to predict the “rating” or

“preference” a user would give to an item.

Recency of research papers: This is a metric based on date of publication of a
research paper. It provides information about a research paper that how recently

it has been published.

Probabilistic similarity techniques: Such similarity measuring techniques,
which consider documents as probability distribution of terms are called proba-
bilistic similarity techniques. These similarity measuring techniques are computed
by measuring distance between probability distribution of terms of two documents.

Normally these similarity measuring techniques are used for document clustering.

Topic Distributions: According to probabilistic model based representation of
documents, a document can be represented by a set of topics. The terms appearing

in a document can be associated with a topic on the basis of probability score.

Explicit Semantic analysis (ESA): A vector based representation of text
(which can be individual words or complete documents) that uses document corpse
as a knowledge base. In this scheme, a word is represented as a column vector
in TF/IDF matrix of the text/document corpse. A document is represented as
centroid of the vectors representing its words. Most commonly used text corpse

for this scheme is WikiPedia.

Topic Model: A topic model is a type of statistical model for determining the
abstract “topics” that occur in a collection or group of documents. Topic mod-
eling is a commonly used text-mining technique for discovery of hidden semantic

structures in text body of documents.
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Latent Diritchell Allocation (LDA): Latent Dirichlet allocation (LDA) is a
statistical model that allows sets of observations to be explained by unobserved
groups that explain why other parts of the data are similar. For example, if
observations are words collected into documents, it posits that each document is a
mixture of a small number of topics and that each word’s presence is attributable

to one of the document’s topics.

KL (Kullback Leibler)-Divergence: In information theory based clustering, a
document is considered as a probability distribution of terms. The similarity of two
documents is measured as the distance between the two conforming probability
distributions. In the document scenario, the divergence between two distributions

of words is represented in equation (3.17):

Dgkr, (Z H t_b>> = tglwt,a X log (wua) (3'17)

We.b

As KL-Divergence is not symmetric so it is not a true measure of similarity, as a

similarity measure should have symmetric property.

Average KL-Divergence: For documents, the averaged KL divergence can be

computed with the following equation (3.18):

— = m
Dawgicr, (T 1 %) = X, (m % D (g || we) + 72 x D (wyp || w))  (3.18)
where mp = —4— 'y = —22 and wy = Ty X Wy, + Ty X Wep

Wt,q+Wep’ Wi, +We b

The average weighting between two vectors ensures symmetry, that is, the diver-
gence from document ¢ to document j is the same as the divergence from document

7 to document i.

Information Radius: Information radius is a probabilistic similarity measure

which is another name for Average KL-Divergence measure.

Point-wise Mutual Information (PMI): Tt is a measure of association used in
information theory and statistics. The PMI of a pair of outcomes x and y belonging

to discrete random variables X and Y quantifies the discrepancy between the
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probability of their coincidence given their joint distribution and their individual

distributions, assuming independence.

Normalized Point-wise Mutual Information: Point-wise mutual informa-
tion can be normalized between [—1,41] resulting in —1 (in the limit) for never

occurring together, 0 for independence, and +1 for complete co-occurrence.

Second order co-occurrence Point-wise Mutual Information: In compu-
tational linguistics, second-order co-occurrence point-wise mutual information is
a semantic similarity measure. To assess the degree of association between two
given words, it uses point-wise mutual information (PMI) to sort lists of impor-
tant neighbor words of the two target words from a large corpus. These words will
not be co-occurring directly in a sentence, therefore their neighbor words will be

required to be used to find their co-occurrence.

Term co-occurrence: In linguistics, co-occurrence or co-occurrence of terms
refers to an above-chance frequency of occurrence of two terms (also known as
coincidence or concurrence) from a text corpus alongside each other in a certain

order.

Co-word analysis: A content analysis technique that is used to map the strength
of association between keywords in textual data. This technique measures the co-

occurrence of keywords to examine content in the textual data.

Topic graph: A graph in which nodes represent different topics. Different ontolo-
gies are also examples of topic graph such as scientific subject ontology. Weighted
keyword graphs can be generated from the ontologies based on topic graphs as

discussed by [27].

Citation context based similarity measuring technique: Such similarity
measuring techniques which use sentences of research papers in which citation

tags appear to find similarity between the papers.



Knowledge Acquisition 34

Citation tags: The markers/tags used to cite other research papers in a research
paper are called citation tags. There are different formats for these tags: such as

square brackets [], author first name with year of publication, etc.

Bibliography lists: The reference list at the end of a research paper which con-
tains the research papers cited by this paper. These lists can be in different formats
depending on the reference style used by a research paper. Most popular and com-
monly used styles are Chicago, APA (American Psychological Association), MLA

(Modern Language Association), Harvard, and Vancouver etc.

Citation graphs of research papers: In information science and biblio metric,
a citation graph (or citation network) is a directed graph in which each vertex
represents a document and in which each edge represents a citation from the

current publication to another.

Bibliographic coupling: Bibliographic coupling occurs when two works/re-
search papers reference a common third work/research paper in their bibliogra-
phies. It is an indication that a probability exists that the two works treat a
related subject matter. The “coupling strength” of two given documents is higher

the more citations to other documents they share.

Co-citation analysis: Co-citation is defined as the frequency with which two
documents are cited together by other documents. If at least one other document
cites two documents in common these documents are said to be co-cited. The more
co-citations two documents receive, the higher their co-citation strength, and the

more likely they are semantically related.

Direct citation analysis: In case of direct citation, the similarity relationship

between research papers/articles is computed if a research paper is cited in other

paper.

Citation matrix: A matrix which contains the information about the citation
information of documents. If C' denotes a citation matrix if Cj; is an element
at intersection of a row representing a document d; and column representing d;.

Value of Cj; = 1 if d; cites d;, and zero otherwise.
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Cosine similarity matrix: A cosine similarity matrix represents the cosine sim-
ilarity measures between each pair of documents from a set of documents. This

set is represented by following equation (3.19).

dr . d;
= di,d;) = —+—-L — 1
Siy = cos (i dy) = T (3.19)

where S;; represents an entry in cosine matrix for cosine similarity measure be-

tween document d; and d;.

Authority metric: Given two research papers A and B, for each of these papers
a location citation graph can be constructed. These graphs are labelled as Graph A
and Graph B. The similarity between paper A and B can be computed using their
citation graphs. From citation graphs of each of the papers only “Authoritative”
papers can be used to represent the citation environments. Authority metric for
finding an authority paper is by computing the in-degree measure for its node in

the citation graph.

Structural similarity: Finding similarity between two documents by using their
structure. A research using structural similarity was using XML layout of doc-
uments to find similarity between them. Tree edit distance based similarity ap-

proach was used to find similarity between the documents.

Visual similarity: The visual layout of research papers in the form of scanned
images is used to find similarity between them. Lexical similarity represents edit
distance and tree edit distance similarity measuring techniques using strings and

concept trees as weighting schemes respectively.

XML tag frequency: The XML tag frequencies of two documents in comparison
can be computed. A distance based similarity measure between the XML tags
frequencies of two documents can be used to find the similarity measures between

them.

Document clustering: Document clustering (or text clustering) is the applica-
tion of cluster analysis to textual documents. It has applications in automatic

document organization, topic extraction and fast information retrieval or filtering.
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Short text segment similarity: A similarity measuring technique which is used
to find similarity between the short text segments. These segments can be phrases,

sentences, or paragraphs of text.

Pairwise word similarity: The measure of computing word similarity on a
semantic level functions on a graph based representation of words and the semantic
relations among them within a lexical semantic resource. For this purpose normally

graphs like WordNet are used.

Longest Common Subsequence (LCS) measure: The longest common sub-
sequence (LCS) problem is the problem of discovering the longest subsequence

common to all sequences in a set of sequences (often just two sequences).

Textual Entailment: In natural language processing, it is a directional rela-
tion between text fragments. The relation holds whenever the truth of one text
fragment follows from another text. In the Textual Entailment framework, the
entailing and entailed texts are termed text (t) and hypothesis (h), respectively.
An example of textual entailment is: Text (t): If you help the needy, God will

reward you. Hypothesis (h): Giving money to a poor man has good consequences.

3.3 Survey of Content Based Similarity Measur-
ing Techniques
In this section, we have surveyed different content based similarity measuring
techniques. We have considered following categories of these techniques:
1. Vector Space-based similarity measuring techniques
2. Probabilistic similarity measuring techniques

3. Citation-based similarity measuring techniques

4. Miscellaneous similarity measuring techniques
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During the survey for each of these categories, we will seek answers to the three
questions raised in Section 3.1 of this chapter. For the first three categories in the
above list, we have organized the surveyed techniques in the form of tables, shown

in Tables 3.4 to 3.38

3.4 Vector Space Based Similarity Measuring Tech-

niques

Different types of Vector Space based similarity measuring methods are Cosine,
Jaccard, Pearson Correlation, Overlapping, and Dice coefficients, etc. Content-
based similarity measuring techniques are commonly used to find similarity among
the research papers [10] in recommender systems. Therefore, in this section, our
main focus will be on a survey of those similarity measuring techniques which are

majorally used in the recommender systems.

3.4.1 Finding Concepts With Disjoint and Overlapping Re-

lationships

To answer the first question in Section 3.1, we have analyzed the vector space
based similarity measuring techniques using a multidimensional way, to classify
a particular concept either with disjoint or overlapping relationships with other
concepts. A secondary outcome from this analysis was identification of different
research gaps in the surveyed similarity measuring methods. We have selected five
parameters for this analysis listed below. These parameters are selected to get
maximum information contents of a research paper which can be used by vector

space based similarity measuring techniques.

1. Research Paper Sections: representing different sections of research paper

like Title, Authors, Abstract, etc.
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2. Text Representation Schemes: these schemes represent different text layouts
of text contained by research papers. We have used surface text, expanded

text and stemmed text categories for analysis.

3. Text Extraction Schemes: these schemes represent terms or phrases which

are extracted from text of research papers/documents.

4. Research Paper Weighting Schemes: they represent different weighting schemes
which are used by different Vector Space based similarity methods. These
schemes are term frequency, TF/IDF, term position, term weight, n-gram,

binary vector, phrase depth etc.

5. Vector Space based and String based Similarity Methods: these methods
represent different categories such as Cosine, Jaccard, Pearson Correlation,

Matching Coefficient, Edit Distance etc.

We have analyzed different vector space based similarity measuring techniques in
the form of two dimensional tables. Each table analyses the techniques by using
the two parameters from above list. For five above mentioned parameters there
were 10 different combinations between each of two parameters. For each of these
combinations a table was designed to perform analysis on similarity measuring
techniques. The cells of these tables represent the different surveyed similarity
measuring techniques. The grey colored cells of tables represent the research gaps

found during this analysis.

Table 3.4 represents the analysis of Vector Space based similarity techniques by
using “Research Paper Sections” and “Text Representation Schemes” dimensions.
This table contains 12 rows and 3 columns. The rows represent different sec-
tions of a research paper whereas columns represent different categories of Text

Representation Schemes.

By observing Table 3.4, conclusions were made for vector space based similarity

measuring techniques which are listed below:
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TABLE 3.4: Analysis on basis of Research Paper Sections and Text Represen-

tation Schemes

Text Representation Schemes

Research Paper Sections

Surface Text

Expanded Text

Stemmed Text

Title [1, 40
Authors [1, 40]
Affiliations/Venue 1]
Abstract [1, 41, 42]
Authors Provided Keywords [41, 43, 44]
Introduction 1, 43]
Related Work

Methodology

Results

Conclusions

Bibliography [45]

All contents (except Bibliography)

[1, 37, 39, 46-57]

1. No such similarity measuring techniques were discovered which use stemmed

text representation of research papers to find similarity among them.

2. No similarity measuring techniques were discovered which used “Related

Work”, “Methodology”, “Results”, and “Conclusion” sections of research

papers for finding similarity.

3. There was only one technique found which was using expanded text of re-

search papers for finding similarity measures.

Table 3.5 represents the analysis of Vector Space based similarity techniques by

using “Research Paper Sections” and “Text Extraction Schemes” dimensions. This

table contains 12 rows and 2 columns. The rows represent different sections of a

research paper whereas columns represent different categories of Text Extraction

Schemes.

By observing Table 3.5, conclusions were made for Vector Space-based similarity

techniques which are listed below:

1. There was only one technique found which was using “Text Phrases” for

Abstract section of research papers for finding similarity.
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TABLE 3.5: Analysis on basis of Research Paper Sections and Text Extraction

Schemes
Text Representation Schemes
Researck.l Paper Bag of Words/Extracted Keywords Text Phrases
Sections
Title [1]
Authors 1]
Affiliations/Venue 1]
Abstract [1, 41, 42] 1]
Authors Provided
Keywords [41, 43, 44]
Introduction 1, 43]
Related Work
Methodology
Results
Conclusions
Bibliography [41]
All contents (except
Bibliography) [1, 37, 39, 46-55, 57|

2. No similarity techniques were discovered which used “Related Work”, “Method-
ology”, “Results”, and “Conclusion” sections of research papers for finding

similarity.

Table 3.6 represents the analysis of Vector Space based similarity techniques by
using “Research Paper Sections” and “Research Paper Weighting Schemes” dimen-
sions. This table contains 12 rows and 11 columns. The rows represent different
sections of a research paper whereas columns represent different categories of Re-

search Paper Weighting Schemes.

By observing the Table 3.6, conclusions were made for Vector Space-based simi-

larity techniques which are listed below:

1. “Related Work”, “Methodology”, and “Bibliography” sections of research

paper were not used by any of the discovered similarity measuring techniques.

2. For “Title”, “Authors”, “Affiliation/Venue”, “Abstract”, and “Introduction”
sections of research paper only “Term Frequency”, “CC/IDF”, and “Concept

Graph” weighting schemes were used in similarity techniques.
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3. “TF/IDF” was most commonly used weighting scheme in different similarity

measuring techniques.

Table 3.7 represents the analysis of vector space based similarity measuring tech-
niques by using “Research Paper Sections” and “Vector Space based and String
based Similarity Methods” dimensions. This table contains 12 rows and 9 columns.
The rows represent different sections of a research paper whereas columns repre-
sent different categories of vector space based and string based similarity measuring

methods.

By observing Table 3.7, conclusions were made for Vector Space-based similarity

techniques which are listed below:

1. “Related Work”, “Methodology”, “Results”, “Conclusions”, and “Bibliog-
raphy” sections of research paper were not used by any of the surveyed

similarity technique.

2. Edit Distance measure was used in 1998 but after that it was not adopted

to compute research paper similarity.

3. L-Cosine, Soft Cosine, Jaccard, Pearson Correlation, Matching Coefficient,
Overlapping Coefficient, and Euclidean Distance were not used for “Title”,

“Authors”, “Affiliations”, “Author Provided Keywords”, “Abstract”, and

“Introduction” sections of research papers on individual basis.

4. Cosine similarity method was most commonly used in different similarity

measuring techniques.

Table 3.8 represents the analysis of vector space based similarity measuring tech-
niques by using “Text Representation Schemes” and “Text Extraction Schemes”
dimensions. This table contains 3 rows and 2 columns. The rows represent differ-
ent categories of Text Representation Schemes whereas columns represent different

categories of Text Extraction Schemes.

By observing the Table 3.8, conclusions were made for Vector Space-based simi-

larity techniques which are listed below:
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TABLE 3.8: Analysis on basis of Text Representation Schemes and Text Ex-
traction Schemes

Text Extraction Schemes
Text
Representation Bag of Words/Extracted Keywords Text Phrases
Schemes
Surface Text [1, 37, 39-42, 42, 43, 45-57, 57] [1]
Expanded Text 58]
Stemmed Text

1. No similarity techniques were found which used stemmed text of research

paper and text phrases to find similar papers.

2. Majority of the similarity techniques were using Surface Text of research

papers in the form of Extracted Keywords or Bag of Words.

3. Text Phrases were not used by majority of similarity techniques.

Table 3.9 represents the analysis of vector space based similarity techniques by
using “Text Representation Schemes” and “Research Paper Weighting Schemes”
dimensions. This table contains 3 rows and 10 columns. The rows represent
different categories of Text Representation Schemes whereas columns represent

different categories of Research Paper Weighting Schemes.

By observing the Table 3.9, conclusions were made for Vector Space-based simi-

larity measuring techniques which are listed below:

1. Expanded Text representation of research paper was used with TF/IDF
weighting scheme only. No other weighting schemes used expanded text

representation.

2. Stemmed Text representation of research paper was not used by any of the

weighting scheme for research papers for surveyed techniques.

Table 3.10 represents the analysis of vector space based similarity measuring tech-
niques by using “Text Representation Schemes” and “Vector Space based and

String based Similarity Methods” dimensions. This table contains 3 rows and 9
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columns. The rows represent different categories of Text Representation Schemes
whereas columns represent different categories of Vector Space based and String

based Similarity Methods.

By observing the Table 3.10, conclusions were made for Vector Space-based simi-

larity techniques which are listed below:

1. Beside Cosine similarity, other similarity measuring methods were not using

Expanded Text representation of research papers.

2. Stemmed Text representation of research paper was not used by any of the

surveyed techniques.

Table 3.11 represents the analysis of vector space based similarity measuring
techniques by using “Text Extraction Schemes” and “Research Paper Weighting
Schemes” dimensions. This table contains 2 rows and 10 columns. The rows rep-
resent different categories of Text Extraction Schemes whereas columns represent

different categories of Research Paper Weighting Schemes.

By observing the Table 3.11, conclusions were made for Vector Space-based simi-

larity measuring techniques which are listed below:

1. Text Phrases were used in a single technique with weighting scheme of

CC/IDF.

2. TF/IDF was most commonly used research paper weighting scheme with

extracted keywords/bag of words.

3. Term Weight, Term Position, and Phrase Depth were used in many of the

similarity measuring techniques as compared to TF/IDF.

Table 3.12 represents the analysis of vector space based similarity measuring
techniques by using “Text Extraction Schemes” and “Vector Space based and
String based Similarity Methods” dimensions. This table contains 2 rows and

9 columns. The rows represent different categories of Text Extraction Schemes
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whereas columns represent different categories of Vector Space based and String

based Similarity Methods.

By observing the Table 3.12, conclusions were made for Vector Space-based simi-

larity techniques which are listed below:

1. Text Phrases are used in Cosine similarity measuring method but not in

other methods.

2. Most of the similarity measuring methods used Extracted Keywords/Bag of

words from research papers.

Table 3.13 represents the analysis of Vector Space based similarity measuring
techniques by using “Research Paper Weighting Schemes” and “Vector Space based
Similarity Methods” dimensions. This table contains 8 rows and 8 columns. The
rows represent different categories of Research Paper Weighting Schemes whereas

columns represent different categories of Vector Space based Similarity Methods.
By observing the Table 3.13, conclusions were made for Vector Space-based simi-
larity measuring techniques which are listed below:

1. N-gram weighting scheme was not used in the surveyed Vector Space based

similarity measuring methods.

2. Term Weight and Term Position were only used in Cosine and L-Cosine

similarity measuring methods.

3. Term Frequency was only used in Cosine similarity measuring method but

not in other methods.

4. Matching Coefficient and Overlapping Coefficient methods used only Binary

Vector scheme.

5. Phrase depth scheme was only used with Euclidean distance.
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3.4.2 Conclusions from Analysis of Vector Space Based

Similarity Measuring Techniques

While performing knowledge acquisition for different Vector Space based similarity
measuring techniques, we have reached to conclusions which are discussed in this

section.

No such similarity measuring techniques were discovered which used stemmed text
representation of research papers to find similarity between them. “Related Work”,
“Methodology”, “Results”, and ” Conclusion” sections of research papers were not
used in any Vector Space based similarity measuring techniques. There was a
technique found using expanded text of research papers. One of the techniques was
using “Text Phrases” for Abstract section of research papers for finding similarity

measures.

“Related Work”, “Methodology”, and “Bibliography” sections of research paper
were not used by any of the surveyed similarity measuring technique. For “Title”,
“Authors”, “Affiliation/Venue”, “Abstract”, and “Introduction” sections of re-
search paper only “Term Frequency”, “CC/IDF”, and “Concept Graph” weighting
schemes were used in the similarity techniques. “TF/IDF” was most commonly
used weighting schemes in different similarity measuring techniques. “Related
Work”, “Methodology”, “Results”, “Conclusions”, and “Bibliography” sections of
research paper were not used by any of the surveyed similarity techniques. Edit
Distance measure was used in 1998 but after that it was not adopted to compute

research paper similarity measures.

L-Cosine, Soft Cosine, Jaccard, Pearson Correlation, Matching Coefficient, Over-
lapping Coefficient, and Euclidean Distance were not used for “Title”, “Authors”,
“Affiliations”, “Author Provided Keywords”, “Abstract”, and “Introduction” sec-
tions of research papers on individual basis. Cosine similarity measuring method
was most commonly used in different similarity measuring techniques. No simi-

larity measuring techniques were found using stemmed text and text phrases of
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research papers. Majority of the similarity measuring techniques were using Sur-
face Text of research papers in the form of Extracted Keywords or Bag of Words.
Text Phrases were not used by majority of similarity techniques. Expanded Text
representation was used with TF/IDF weighting scheme only, no other weighting

schemes used expanded text representation.

Stemmed Text representation of research paper was not used by any of the weight-
ing scheme. Beside Cosine Similarity, other similarity measuring methods were
not using Expanded Text representation of research papers. Stemmed Text rep-
resentation of research paper was not used by any of the surveyed techniques.
Text Phrases were used in a single technique with weighting scheme of CC/IDF.
TF /IDF was most commonly used research paper weighting scheme with extracted
keywords/bag of words. Term Weight, Term Position, and Phrase Depth were used
in many other of the similarity measuring techniques as compared to TF/IDF. Text

Phrases are used in Cosine similarity measuring method but not in other methods.

Most of the similarity measuring methods use Extracted Keywords/Bag of words
from research papers. N-gram weighting scheme was not used in the surveyed
similarity measuring methods. Term Weight and Term Position were only used
in Cosine and L-Cosine similarity measuring methods. Term Frequency was only
used in Cosine similarity measuring method but not in other methods. Matching
Coefficient and Overlapping Coefficient methods used only Binary Vector scheme.

Phrase depth scheme was only used with Euclidean Distance.

3.4.3 Survey of Vector Space Based Similarity Measuring

Techniques

Each of the surveyed similarity measuring technique is briefly discussed in this
section. Further the answers to the second (Semantic Model) and third questions
(Integration with other techniques) discussed in the Section 3.1 were given for all

these surveyed techniques at the end of this section.



Knowledge Acquisition 54

Sugiyama’s approach used plain text term frequency as a weighting scheme [48]
for finding similarity measures among the research papers. In this scheme, a
researcher’s profile was constructed from his past research papers and feature
vectors for candidate research papers were built. Then cosine similarity measure
was computed between researcher’s profile and candidate research papers’ features.
This technique used TF (Term Frequency) only instead of TF/IDF and ignored

other weighting schemes.

Docear’s research paper recommender system [58] uses mind maps. Mind maps are
collections of papers, references, and annotations. The mind maps use weighting
schemes TF (Term Frequency) and TF/IDF (Term Frequency x Inverse Document
Frequency) to compute Cosine similarity. This approach used TF and TF/IDF
combined, but it ignored other weighting schemes such as CC/IDF, term weight,

and term position etc.

Ferrara’s technique used phrase-based similarity measures [47], in which a user is
associated with a set of documents which were usually identified by tagging. These
tagged documents are exploited by a Key Phrase Extraction Module (KPEM). The
similarity measure between key phrases of user’s papers and repository papers is
computed using cosine similarity measuring technique. This technique used n-
grams, term frequencies but it ignored other weighting schemes such as TF/IDF,

term weight, term position etc.

Jiang et al. [42] explained that other similarities measuring techniques provide just
a list of papers which were similar to a paper provided by a researcher. The user
is required to separate problem and solution based papers from this list by her-
self. The proposed technique used cosine similarity on feature vectors of research
papers to provide two lists of recommended papers: papers representing problem
and papers representing a solution. Similarity models were built for abstracts of

research papers using TF-IDF and topic models, ignoring other weighting schemes.

Bethard et al. [50] used feature model of research papers based on weighting
schemes like TF/IDF, citation count, recency of research paper, citation contexts,

topic models, and social habits. All these features are included in the feature
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vectors, making it rich enough to improve the recall. The similarity measuring
technique used in this approach is a combination of Cosine and LDA (Latent

Dirichlet Allocation) while ignoring other similarity measuring techniques.

Ozono’s approach models the users of research papers as graphs [66]. A search fa-
cility named as “parties” was developed in this approach, which found information
about a person and uses “a know who” search mechanism accessing information
from distributed resources. Similarity measures used in this technique are keyword
based matching scheme only, ignoring other similarity techniques such as Cosine,
Jaccard etc. No other weighting schemes like TF/IDF, TF etc. is used in this
approach.

Citeseer is a known citation indexer [1] which uses a combination of string based
and cosine similarities. According to authors, TF/IDF can be affected by noise
data and cannot effectively be used for finding similar documents. Another prob-
lem with TF/IDF is that it ignores semantics of terms. Citeseer used common
citations of research papers and formulated it as a new measure named as com-
mon citation X inverse document frequency (CC/IDF). Citeseer used CC/IDF and
TF/IDF as a combined weighting scheme with cosine and string based similarity
measures. No other weighting schemes and similarity measuring techniques are

used in this approach.

Vector Space-based similarity measuring techniques were discussed in the book
“Foundations of Statistical Natural Language Processing” [59]. These techniques
were named as Cosine, Jaccard, Overlapping, Dice, and matching coefficients.
Cosine and Jaccard were used on Vector Space-based model of documents. The
remaining techniques used Binary Vectors of documents. According to authors,
Cosine similarity measure was most commonly used technique because it uses
feature vectors of documents, which can be made rich by use of different weighting

schemes.

Huang discussed the content based similarity measuring techniques [37] in the
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context of clustering the similar papers. Different similarity measuring tech-
niques such as Cosine, Jaccard, Pearson correlation coefficient, and average KL-
Divergence are used, while ignoring other similarity techniques. Only TF/IDF

weighting scheme and the probability distribution of words are used.

In a recommender system [39], several potential queries using terms from a query
research paper are generated and posted on the Web to find the candidate re-
search papers. After collecting these papers, content-based similarity techniques
are applied on these papers to find their relevance with the query paper. These
papers are ranked according to their relevance score. Cosine similarity is used to
find the relevant papers using weighting schemes n-gram, term weight, and term
position. No other similarity techniques and weighting schemes were considered

by the authors.

A recommender system [49] also used tree edit distance similarity for finding re-
search papers related to an author’s publication interest. In this approach authors’
profiles were built by using their previous publications. By comparing the profile
of author with other profiles in a collection database, research papers in those
profiles were recommended to that author. These profiles were maintained as a

tree of concepts and tree edit distance is used as a similarity measuring approach.

A document clustering algorithm is proposed in which authors have devised a new
similarity technique to compute the pairwise similarity of text-based documents
using the suffix tree document model [56]. This similarity technique is utilized
to devise a new document clustering algorithm. This algorithm is applied to the
web page based documents for clustering. The results obtained from the author’s
proposed algorithm are better than the traditional TF /IDF based measures. This
technique does not involve the use of any combinations of similarity measuring

techniques to perform the clustering operation.

Another study [53] utilizes different vector space based similarity measuring ap-
proaches in a recommender system to generate recommendations for E-Commerce

and Social Web sites. Authors surveyed different similarity measuring algorithms
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like Cosine, Pearson Correlation based, Euclidean distance, and their effective-
ness in a recommender system. No combinations of these similarity measuring

techniques have been used in the proposed approach.

In another scheme [57] authors have used lexical similarity measures using de-
pendency graph structures. Different features have been employed to compute
the similarities such as, a bag of words, topic distribution, and dependency struc-
tures, named entities, and expansion features. The approach uses cosine similarity
measuring technique for vectors based on the above-described features. No combi-

nations of other similarity measuring techniques were analyzed in this approach.

In this approach [54] authors have investigated the utility of Inclusion Index, the
Jaccard Index, and the Cosine Index for calculating the similarity measures of
documents. According to the authors, Inclusion Index provides a better simi-
larity measure in particular when computing similarity using citation data. In
this scheme, the comparison is performed between other similarity measuring
techniques like co-word analysis, Subject-Action-Object (SAO) structures, bib-
liographic coupling, Co-citation analysis, and self-citation links. However, this
research does not provide any similarity measuring technique as combinations of

multiple similarity techniques.

A new [55] similarity measuring technique is proposed in this research by using Co-
sine similarity named as Soft Cosine similarity when there is no similarity measure
between the features, the proposed soft similarity measuring technique becomes
equal to the standard similarity. Soft cosine similarity measuring technique is a
generalized model of cosine similarity measure. Authors have proposed different
formulas for exact or approximate calculations for the soft cosine similarity mea-
sure. This research does not use different similarity measuring techniques in a

combined way.

Another [51] approach used clustering of keywords for extending scientific subject
ontology. The ontology used by this technique was based on a topic graph in

which nodes were representing different topics. Different graph based similarity
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measures were used in this technique. This research technique does not used

different similarity measuring techniques in a combined way.

A technique [40] which used to implement random walk on graphs of research
paper was published. This technique was used to solve the cold start problems
in Recommender Systems. This technique was not using any combinations of

different similarity measuring techniques.

An approach [43] combined content based and collaborative filtering approaches
for finding similar research papers. This approach used the concept of graph based
recommender system. Different vector space based similarity techniques were used

in this approach.

We analyzed all these approaches to find that whether they use a semantic based
conceptual model for a given similarity measuring technique based on the opera-
tional semantics and features used. According to our findings, no such similarity
approach found which used such a semantic model. We could not find such similar-
ity techniques which can be integrated into the formulation of a hybrid approach

without redundancies and overlapping in the methods and features.

3.5 Probabilistic Similarity Measuring Techniques

Different Probabilistic similarity measuring methods used probability distribu-
tion of words/terms from research papers, named as KL-Divergence, Average KL-
Divergence, Point-wise Mutual Information (PMI), Normalized PMI, Information
Radius, and Manhattan Norm. The techniques based on Probabilistic similarity
measuring methods are used in applications for document clustering and recom-

mender systems.
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3.5.1 Finding Concepts with Disjoint and Overlapping Re-

lationships

To answer the first question in Section 3.1, we have analyzed the probabilistic
similarity techniques by a multidimensional way, to design/classify a particular
concept either with disjoint or overlapping relationships with other concepts. A
secondary outcome from this analysis was identification of different research gaps
in surveyed similarity methods. We have selected six parameters for this analysis
listed below. Five of these parameters were defined in Section 3.4.1 for vector

space based similarity measuring techniques.

1. Research Paper Sections: Representing different sections of research paper

like Title, Authors, Abstract, etc.

2. Text Representation Schemes: they representation different text layouts of
text contained by research papers. We have used surface text, expanded text

and stemmed text categories for analysis.

3. Text Extraction Schemes: these schemes represent terms or phrases which
are extracted from text of research papers/documents and bag of words/ex-

tracted keywords.

4. Research Paper Weighting Schemes: they represent different weighting schemes
which are used by different Probabilistic similarity methods. These schemes

are Probability distribution of Terms and Term Co-occurrence sets.

5. Probabilistic Similarity Methods: these methods represent different proba-
bilistic similarities such as KL-Divergence, Average KL-Divergence, Infor-
mation Radius, Manhattan norm, Pointwise Mutual Information, and Nor-

malized Point-wise Mutual Information.

6. Entities related to Research Papers: these are divided into two categories:
Research Paper contents and Entities outside the Research Paper which are

used in different similarity methods.
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The reason for using last parameter in above list is usage of entities/contents de-
fined outside the research papers for computation of probabilistic similarity mea-
sures. We have analyzed different Probabilistic similarity measuring techniques
in the form of two dimensional tables. Each table analyses the techniques by us-
ing the two parameters from the above list. For six above mentioned parameters
there were 15 different combinations between each of the two parameters. For
each of these combinations a table was designed to perform analysis on similarity

measuring techniques.

Table 3.14 represents the analysis of Probabilistic similarity measuring techniques
by using “Research Paper Sections” and “Text Representation Schemes” dimen-
sions. This table contains 12 rows and 3 columns. The rows represent different
sections of a research paper whereas columns represent different categories of Text

Representation Schemes.

TABLE 3.14: Analysis using Research Paper Sections and Text Representation
Schemes

Text Representation Schemes

Research
Paper Surface Text Expanded Text Stemmed Text
Sections
Title
Authors
Affiliations/Venugq
Abstract
Authors
Provided
Keywords
Introduction
Related Work
Methodology
Results
Conclusions
Bibliography
All contents
(except [3, 5, 37, 38, 5
Bibliography)

By observing Table 3.14, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:
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1. No surveyed probabilistic similarity measuring technique was working on

individual sections for research paper. All these techniques were using all

contents of research paper except bibliography.

2. Only a single technique was found which was using expanded text and

Stemmed text to find similarity measures. Although the technique was work-

ing on short segments of text. No such similarity technique was found which

used expanded or stemmed representation of text for research papers to find

similarity measures between them.

Table 3.15 represents the analysis of Probabilistic similarity measuring techniques

by using “Research Paper Sections” and “Research Paper Weighting Schemes”

dimensions. This table contains 12 rows and 2 columns.

The rows represent

different sections of a research paper whereas columns represent different categories

of Research Paper Weighting Schemes.

TABLE 3.15: Analysis using Research Paper Sections and Research Paper

Weighting Schemes

Research Paper
Weighting Schemes

Research Paper
Sections

Probability
Distribution of Terms

Term Co-occurrence
Set

Title

Authors

Affiliations/Venue

Abstract

Authors Provided
Keywords

Introduction

Related Work

Methodology

Results

Conclusions

Bibliography

All contents (except
Bibliography)

3, 5, 37, 54, 59]

[38]

By observing Table 3.15, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:
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1. No such technique found which used individual sections of research papers

to find similarity measures between them.

2. Probability distribution of terms was more commonly used in probabilistic

similarity measuring techniques rather than co-occurrence based term sets.

Table 3.16 represents the analysis of Probabilistic similarity measuring techniques
by using “Research Paper Sections” and “Text Extraction Schemes” dimensions.
This table contains 12 rows and 2 columns. The rows represent different sections
of a research paper whereas columns represent different categories of Text Extrac-

tion Schemes. By observing Table 3.16, conclusions were made for Probabilistic

TABLE 3.16: Analysis using Research Paper Sections and Text Extraction
Schemes

Text Extraction Schemes

Bag of
Words/Extracted Text Phrases
Keywords

Research Paper
Sections

Title
Authors
Affiliations/Venue
Abstract
Authors Provided
Keywords
Introduction
Related Work
Methodology
Results
Conclusions
Bibliography
All contents (except
Bibliography)

3, 5, 37, 38, 54, 59]

similarity measuring techniques which are listed below:
1. Bag of Words/Extracted Keywords scheme was not used for individual sec-
tions of research papers for Probabilistic similarity techniques.

2. Text phrases were not used for contents of research papers for Probabilistic

similarity techniques.
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Table 3.17 represents the analysis of Probabilistic similarity measuring techniques
by using “Research Paper Sections” and “Entities Related to Research Paper”
dimensions. This table contains 12 rows and 2 columns. The rows represent
different sections of a research paper whereas columns represent different categories

of Entities Related to Research Paper.

TABLE 3.17: Analysis using Research Paper Sections and Entities Related to
Research Paper

Entities related to Research Paper
Research Paper Research Paper Entities Outside the
Sections Contents Research Paper
Title
Authors
Affiliations/Venue
Abstract
Authors Provided
Keywords
Introduction
Related Work
Methodology
Results
Conclusions
Bibliography
All contents (except
Bibliography)

[3, 5, 37, 54, 59 [38]

By observing Table 3.17, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:

1. No such techniques found which use contents of research papers for individ-
ual sections of research papers. Most of probabilistic similarity measuring
techniques were using all contents of research papers to find similarity among

them.

2. No such techniques found which use entities outside the contents of research

papers for individual sections of research papers.
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Table 3.18 represents the analysis of Probabilistic similarity measuring techniques
by using “Research Paper Sections” and “Probabilistic Similarity Methods” di-
mensions. This table contains 12 rows and 6 columns. The rows represent differ-
ent sections of a research paper whereas columns represent different categories of

Probabilistic Similarity Methods.

By observing Table 3.18, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:

1. None of the mentioned probabilistic similarity measuring methods were used
for individual sections (Title, Authors, Abstract, and Introduction etc.) of

research papers.

2. All the surveyed techniques were using all contents of research papers. The
techniques such as Point-wise Mutual Information (PMI) and Normalize PMI

were using term co-occurrence sets to find similarity between documents.

Table 3.19 represents the analysis of Probabilistic similarity measuring techniques
by using “Text Representation Schemes” and “Text Extraction Schemes” dimen-
sions. This table contains 3 rows and 2 columns. The rows represent Text Repre-
sentation Schemes whereas columns represent different categories of Text Extrac-

tion Schemes.

By observing Table 3.19, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:

1. Text Phrases were not used in any of surveyed probabilistic similarity mea-

suring techniques for any category of Text Representation Schemes.

2. A minor number of Probabilistic similarity measuring techniques were found
that were using Expanded and Stemmed Text representations with Bag of

Words from Extracted Text Schemes.

Table 3.20 represents the analysis of Probabilistic similarity measuring techniques

by using “Text Representation Schemes” and “Research Paper Weighting Schemes”
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TABLE 3.19: Analysis using Text Representation Schemes and Text Extraction

Schemes
Text Extraction Schemes
Text Bag of
Representation Words/Extracted Text Phrases
Schemes Keywords

Surface Text (3, 5, 37, 38, 54, 59|

Expanded Text (3]

Stemmed Text (3]

dimensions. This table contains 3 rows and 2 columns. The rows represent
Text Representation Schemes whereas columns represent different categories of

Research Paper Weighting Schemes.

TABLE 3.20: Analysis using Text Representation Schemes and Research Paper
Weighting Schemes

Research Paper Weighting Schemes
Text .
Representation Probability Term Co-occurrence
P Distribution of Terms Set
Schemes
Surface Text [3, 37, 38, 54, 59| [5] [5, 38]
Expanded Text 3]
Stemmed Text 3]

By observing Table 3.20, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:

1. Term Co-occurrence set was used for those similarity measuring techniques

which were using Surface Text category from Text Representation Scheme.

2. Expanded Text and Stemmed Text categories from Text Representation
Schemes were not commonly used in different probabilistic similarity mea-

suring techniques.

Table 3.21 represents the analysis of Probabilistic similarity measuring techniques
by using “Text Representation Schemes” and “Entities related to Research Paper”

dimensions. This table contains 3 rows and 2 columns. The rows represent Text
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TABLE 3.21: Analysis using Text Representation Schemes and Research Enti-
ties related to Research Paper

Entities related to Research Paper
Text . Research Paper Entities Outside the
Representation
Contents Research Paper
Schemes
Surface Text (3, 5, 37, 38, 54, 59| [5, 38]
Expanded Text 3]
Stemmed Text (3]

Representation Schemes whereas columns represent different categories of Entities

related to Research Paper.

By observing Table 3.21, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:

1. Entities outside the research paper were not used in Probabilistic similar-
ity measuring techniques for Expanded and Text Representation of text for

research papers/documents.

2. Majority of the techniques for using Surface Text Representation of Research
Papers as contents of research paper in Probabilistic Similarity measuring

techniques.

Table 3.22 represents the analysis of Probabilistic similarity measuring techniques
by using “Text Representation Schemes” and “Probabilistic Similarity Methods”
dimensions. This table contains 3 rows and 6 columns. The rows represent Text
Representation Schemes whereas columns represent different categories of Proba-

bilistic Similarity Methods.

By observing Table 3.22, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:

1. Expanded Text representation was not used in Information Radius, Manhat-
tannorm, Point-wise Mutual Information, and Normalized Point-wise Mu-

tual Information similarity techniques.
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2. KL-Divergence and Average KL-Divergence used Surface, Expanded, and
Stemmed Text representations to find the similarity measures among the

research papers/documents.

Table 3.23 represents the analysis of Probabilistic similarity measuring techniques
by using “Term Extraction Schemes” and “Research Paper Weighting Schemes”
dimensions. This table contains 2 rows and 2 columns. The rows represent Term
Extraction Schemes whereas columns represent different categories of Research

Paper Weighting Schemes.

TABLE 3.23: Analysis using Term Extraction Schemes and Research Paper
Weighting Schemes

Research Paper Weighting Schemes
Term Extraction Probability Term Co-occurrence
Schemes Distribution of Terms Set
Bag of
Words/Extracted [3, 5, 37, 38, 54, 59| [5, 38]
Keywords
Text Phrases

By observing Table 3.23, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:

1. Text Phrases were not used either by Probability distribution of terms or by

term co-occurrence sets.

2. Majority of the probabilistic similarity measuring techniques used probabil-

ity distribution of terms rather than term co-occurrence sets.

Table 3.24 represents the analysis of Probabilistic similarity measuring techniques
by using “Term Extraction Schemes” and “Entities related to Research Paper”
dimensions. This table contains 2 rows and 2 columns. The rows represent Term
Extraction Schemes whereas columns represent different categories of Entities re-

lated to Research Paper.

By observing Table 3.24, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:
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TABLE 3.24: Analysis using Term Extraction Schemes and Entities related to
Research Paper

Entities related to Research Paper
Term Extraction Research Paper Entities Outside the
Schemes Contents Research Paper
Bag of
Words/Extracted (3, 5, 37, 38, 54, 59| [5, 38]
Keywords
Text Phrases

1. Text Phrases were not used either by Research Paper Contents or by Entities

Outside the Research Paper.

2. Bag of words/Extracted Keywords scheme was most commonly used Re-

search Paper Contents scheme.

Table 3.25 represents the analysis of Probabilistic similarity measuring techniques
by using “Term Extraction Schemes” and “Probabilistic Similarity Methods” di-
mensions. This table contains 2 rows and 6 columns. The rows represent Term
Extraction Schemes whereas columns represent different categories of Probabilistic

Similarity Methods.

By observing Table 3.25, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:

1. Text Phrases were not used any of the surveyed Probabilistic similarity mea-

suring method.

2. Almost all the surveyed techniques were using Bag of Words/Extracted Key-

words.

Table 3.26 represents the analysis of Probabilistic similarity measuring techniques
by using “Research Paper Weighting Schemes” and “Entities related to Research
Paper” dimensions. This table contains 2 rows and 2 columns. The rows represent
Research Paper Weighting Schemes whereas columns represent different categories

of Entities related to Research Paper.
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TABLE 3.26: Analysis using Research Paper Weighting Schemes and Entities
related to Research Paper

Entities related to Research Paper

Research Paper Research Paper Entities Outside the
Weighting Schemes Contents Research Paper
Probability

Distribution of Terms 3, 5, 37, 38, 54, 59]

Term Co-occurrence
Set

5, 38]

By observing Table 3.26, conclusions were made for Probabilistic similarity mea-

suring techniques listed below:

1. Entities Outside the Research Paper were note used in Probability Distribu-

tion of Terms scheme.

2. Research Paper Contents were not used in Term Co-occurrence Set.

Table 3.27 represents the analysis of Probabilistic similarity measuring techniques
by using “Research Paper Weighting Schemes” and “Probabilistic Similarity Meth-
ods” dimensions. This table contains 2 rows and 6 columns. The rows represent
Research Paper Weighting Schemes whereas columns represent different categories

of Probabilistic Similarity Methods.

By observing Table 3.27, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:

1. Term Co-occurrence Set is not used in KL-Divergence, Average KL-Divergence,
Information Radius and Manhattannorm probabilistic similarity measuring

techniques.

2. Point-wise Mutual Information and Normalized Point-wise Mutual Infor-
mation is used in both Probability Distribution of Terms and Term Co-

occurrence Set schemes.
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Table 3.28 represents the analysis of Probabilistic similarity measuring techniques
by using “Entities Related to Research Paper” and “Probabilistic Similarity Meth-
ods” dimensions. This table contains 2 rows and 6 columns. The rows represent
Entities Related to Research Paper whereas columns represent different categories

of Probabilistic Similarity Methods.

By observing Table 3.28, conclusions were made for Probabilistic similarity mea-

suring techniques which are listed below:

1. KL-Divergence, Average KL-Divergence, Information Radius, and Manhat-

tannorm do not use Entities Outside the Research Paper.

2. Point-wise Mutual Information and Normalized Point-wise Mutual Infor-
mation were using both Research Paper Contents and Entities Outside the

Research Paper.

3.5.2 Conclusions from Analysis of Probabilistic Similarity

Measuring Techniques

In this section we have reached to conclusions after analyzing and surveying Prob-
abilistic based similarity measuring techniques. These conclusions are discussed

further in this section.

Different Probabilistic similarity measuring techniques use contents of all sections
of research paper except bibliography. Only a single technique was found which
was using expanded text and Stemmed text representations. Probability distri-
bution of terms was more commonly used in probabilistic similarity measuring
techniques rather than co-occurrence based term sets. Bag of Words/Extracted
Keywords scheme was not used for individual sections of research papers for Prob-
abilistic similarity measuring techniques. Text phrases were not used for contents
of research papers in case of Probabilistic similarity measuring techniques. No

such techniques found which use entities outside the contents of research papers
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for individual sections (Title, Authors, Abstract, and Introduction etc.) of the re-
search papers. None of the mentioned probabilistic similarity measuring methods
were used for individual sections (Title, Authors, Abstract, and Introduction etc.)
of research papers. Techniques such as Point-wise Mutual Information (PMI) and
Normalize PMI were using term co-occurrence sets to find similarity among the

documents.

A minor number of Probabilistic similarity measuring techniques were found that
were using Expanded and Stemmed Text representations with Bag of Words Ex-
tracted Text Scheme. Term Co-occurrence set was used for those Probabilistic
similarity measuring techniques, which were using Surface Text Representation
Scheme. Entities outside the research paper were not used in Probabilistic simi-
larity measuring techniques for Expanded and Stemmed Text Representation. Ex-
panded Text representation was not used in Information Radius, Manhattannorm,
Point-wise Mutual Information, and Normalized Point-wise Mutual Information
similarity measuring techniques. KL-Divergence and Average KL-Divergence used
Surface, Expanded, and Stemmed Text representations to find the similarity be-
tween documents/short segments of text. Text Phrases were not used either by
Probability distribution of terms or by term co-occurrence sets. Majority of the
probabilistic similarity measuring techniques used probability distribution of terms

rather than term co-occurrence sets.

Text Phrases were not used either by Research Paper Contents or by Entities
Outside the Research Paper. Almost all the surveyed techniques were using Bag
of Words/Extracted Keywords extraction scheme. Term Co-occurrence Set is not
used in KL-Divergence, Average KL-Divergence, Information Radius and Manhat-
tannorm techniques. Point-wise Mutual Information and Normalized Point-wise
Mutual Information were used in both Probability Distribution of Terms and Term
Co-occurrence Set schemes. KL-Divergence, Average KL-Divergence, Information
Radius, and Manhattannorm were not used in Entities Outside the Research Pa-
per. Point-wise Mutual Information and Normalized Point-wise Mutual Informa-
tion were using both Research Paper Contents and Entities Outside the Research

Paper.
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3.5.3 Survey of Probabilistic Similarity Measuring Tech-

niques

Each of the surveyed similarity measuring technique is briefly discussed in this
section. Further the answers to the second (Semantic Model) and third questions
(Integration with other techniques) discussed in the Section 3.1 were answered for

all these surveyed techniques at the end of this section.

An approach [37] used Average KL-Divergence for document clustering. The au-
thor discussed KL-Divergence and Average KL-Divergence. According to the au-
thor, KL-Divergence is not a true metric to find similarity measure as it is not
symmetric. Average KL-Divergence should be used which resolved the problems
with KL-Divergence. Other approaches like Information Radius, PMI, and Man-

hattan norm were ignored by this approach.

In another approach [3] authors are of opinion that probabilistic similarity mea-
suring methods focused on the use of an expanded representation of texts to find
similarity between them. These methods included KL-divergence [67], which was
based on a ranking function using surface and expanded representation of text. In
this approach again authors had ignored the usage of other probabilistic similarity

measuring techniques.

In the book “Foundations of Statistical Natural Language Processing” [59] authors
have discussed different Probabilistic similarity measuring techniques such as KL-
Divergence, Information Radius, and Manhattan norm. According to the authors,
KL-Divergence was not a reliable measure because it computes undefined results
in case of maximum likelihood between distribution lists of terms from documents;
and also it is not symmetric. Information Radius is a measure which solves these
two problems. Manhattan norm is also a symmetric and is a measure of expected
proportion of different events. According to the authors, Cosine similarity measure
can also be used on a probability distribution of words from the documents between

those, in which the similarity measure is required to be found.
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Point-wise Mutual Information and Normalized PMI are also probabilistic [38]
similarity measuring techniques which use term co-occurrences. A technique had
offered a variation of PMI and Normalized PMI in the context of collocation
extraction. According to authors Point-wise, Mutual Information is a measure
of how much the actual probability of occurrence of particular events differs from
what we would expect it to be on basis of probability of individual events with the
assumption that both events are independent. Point-wise Mutual Information [5]
results are in the range of -1 to +1. Normalized PMI is its normalized form to
convert the result in a range of 0 to 1. The proposed approach does not use any

other probabilistic similarity measure.

A technique [45] performs classification of journal papers by using their Abstracts
and Bibliography lists. This technique focuses on topic models based similarity
methods. These methods are based on probabilistic similarity measuring approach.
The proposed technique does not use any combination of probabilistic similarity

measuring techniques.

Another approach [68] uses topic model based probabilistic similarity measuring
technique. The name of this technique is PMRA and it is used to search related
articles from PubMed data set. Focus of this technique is on relatedness rather
than relevance. An experiment performed by authors suggests that PMRA model

provides an effective ranking algorithm for related articles search.

In the case of survey of probabilistic similarity measuring techniques, we have not
found such a technique which used a semantic based conceptual model for a given
similarity measuring technique based on the operational semantics and features
used. We were also unable to find any technique which can be integrated into the
formulation of a hybrid technique without redundancies and overlapping in the

methods.
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3.6 Citation Based Similarity Measuring Tech-

niques

Contents of research papers representing the citation information are citation tags,
citation context-based text, and bibliographic lists of research papers to find the
relationships between features of research papers and methods using these fea-
tures. Finding different research gaps in surveyed similarity measuring methods
during this experiment was a byproduct outcome. We had surveyed different ci-
tation based similarity measuring techniques which were categorized as Citation
Count based, Citation Context based, and Citation Graph-based similarity mea-
suring techniques. Citation related contents of research papers are thought to be
more reliable measure than other contents of research papers for finding similarity

measures among these papers [10].

3.6.1 Finding Concepts with Disjoint and Overlapping Re-

lationships

To answer the first question in Section 3.1, we have analyzed the citation based
similarity measuring techniques by a multidimensional way, to design/classify a
particular concept either with disjoint or overlapping relationships with other con-
cepts. A secondary outcome from this analysis was identification of different
research gaps in surveyed similarity measuring methods. We have selected six

parameters for this analysis listed below.

1. Research Paper Sections: Representing different sections of research paper

like Title, Authors, Abstract, etc.

2. Text Representation Schemes: they represent different text layouts of text
contained in research papers. We have used surface text, expanded text and

stemmed text categories for analysis.
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3. Research Paper Weighting Schemes: they represent different weighting schemes
which are used by different Citation based similarity methods. These schemes
are Citation Tags, Citation Context Sentences, Bibliography Lists, and Ci-
tation Graphs of Research Paper.

4. Citation based Similarity Methods: these methods represent different cita-
tion based similarities such as Citation Graph based, Citation Context based,
Direct Citation Count, Bibliographic Coupling, and Hybrid Similarity ap-

proach.

5. Entities related to Research Papers: these are divided into two categories:
Research Paper contents and Entities outside the Research Paper which are

used in different similarity methods.

We have analyzed different Citation based similarity measuring techniques in the
form of two dimensional tables. FEach table analyses the techniques by using
the two parameters from the above list. For five above mentioned parameters
there were 10 different combinations between each of the two dimensions. For
each of these combinations a table was designed to perform analysis on similarity
techniques. The cells of these tables represent the different surveyed similarity
measuring techniques analyzed on the basis of two parameters selected from the
above list. The grey colored cells of tables represent the research gaps found during

this analysis.

Table 3.29 represents the analysis of Citation based similarity measuring tech-
niques by using “Research Paper Sections” and “Text Representation Schemes”
dimensions. This table contains 12 rows and 3 columns. The rows represent
Research Paper Sections whereas columns represent different categories of Text

Representation Schemes.

By observing Table 3.29, conclusions were made for Citation based similarity tech-

niques which are listed below:

1. Text Representation schemes were not used for different individual sections

of research papers for finding citation based similarity measures among them.
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TABLE 3.29: Analysis using Research Paper Sections and Text Representation
Schemes

Text Representation Schemes
Research Paper Expanded Stemmed
Sections v Surface Text rpi“ext Text
Title
Authors
Affiliations/Venue
Abstract
Authors Provided
Keywords
Introduction
Related Work
Methodology
Results
Conclusions
Bibliography 6, 69]
All contents (except
Bibliography) 6, 43, 60, 69, 69]

2. Surface text based representation of Bibliography section and All contents
of research papers were used by different citation based similarity measuring

techniques.

Table 3.30 represents the analysis of Citation based similarity measuring tech-
niques by using “Research Paper Sections” and “Entities related to Research Pa-
per” dimensions. This table contains 12 rows and 2 columns. The rows represent
Research Paper Sections whereas columns represent different categories of Entities

related to Research Paper.

By observing Table 3.30, conclusions were made for Citation based similarity mea-

suring techniques, which are listed below:

1. Different Citation based similarity techniques were not using Entities related
to research papers for different individual sections of research papers except

Bibliography.

2. Most of the Citation based similarity techniques were using all contents of

research papers/documents to find similarity between them.
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TABLE 3.30: Analysis using Research Paper Sections and Entities related to
Research Paper

Entities related to Research Paper
Research Paper Research Paper Entities Outside the
Sections Contents Research Paper
Title
Authors
Affiliations/ Venue
Abstract
Authors Provided
Keywords
Introduction
Related Work
Methodology
Results
Conclusions

Bibliography 6, 69] [70-72]

All contents (except
Bibliography) 6, 60, 60, 69] [1, 61-65, 70-72]

Table 3.31 represents the analysis of Citation based similarity measuring tech-
niques by using “Research Paper Sections” and “Research Paper Weighting Schemes”
dimensions. This table contains 12 rows and 4 columns. The rows represent Re-
search Paper Sections whereas columns represent different categories of Research

Paper Weighting Schemes.

By observing Table 3.31, conclusions were made for Citation based similarity mea-

suring techniques, which are listed below:

1. Different Research Paper Weighting Schemes were not used with individual
sections of Research Paper except Bibliography.

2. Research Paper Weighting Schemes were commonly used for All contents of

Research Paper.

Table 3.32 represents the analysis of Citation based similarity measuring tech-
niques by using “Research Paper Sections” and “Citation based Similarity Meth-

ods” dimensions. This table contains 12 rows and 5 columns. The rows represent
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Research Paper Sections whereas columns represent different categories of Citation

based Similarity Methods.

By observing Table 3.32, conclusions were made for Citation based similarity mea-

suring techniques, which are listed below:

1. Citation based similarity measuring methods were not using individual sec-

tions of research papers to find similarity measures among them.

2. Most of the Citation based similarity measuring methods were using all
contents of research paper and a few were using Bibliography section of

research papers.

Table 3.33 represents the analysis of Citation based similarity measuring tech-
niques by using “Text Representation Schemes” and “Entities Related to Research
Paper” dimensions. This table contains 3rows and 2 columns. The rows represent
Text Representation Schemes whereas columns represent different categories of

Entities Related to Research Paper.

By observing Table 3.33, conclusions were made for Citation based similarity mea-

suring techniques, which are listed below:

1. Surface Text Representation was used by different citation based similarity

measuring techniques for finding similarity among research papers.

2. Expanded Text and Stemmed Text was not used by the surveyed Citation

based similarity measuring techniques.

Table 3.34 represents the analysis of Citation based similarity measuring tech-
niques by using “Text Representation Schemes” and “Research Paper Weighting
Schemes” dimensions. This table contains 3 rows and 4 columns. The rows repre-
sent Text Representation Schemes whereas columns represent different categories

of Research Paper Weighting Schemes.

By observing Table 3.34, conclusions were made for Citation based similarity mea-

suring techniques, which are listed below:
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TABLE 3.33: Analysis using Text Representation Schemes and Entities Related
to Research Paper

Entities Related to Research Paper

Text . Research Paper Entities Outside the
Representation
Contents Research Paper
Schemes
Surface Text 6, 43, 60, 69] [1, 61-65, 70-72]
Expanded Text
Stemmed Text

TABLE 3.34: Analysis using Text Representation Schemes and Research Paper
Weighting Schemes

Research Paper Weighting Schemes

Text o o
Representation Citation Tags Citation COI%tCXt Bibliography Lists Citation Graphs of
Sentences Research Papers
Schemes
Surface Text 6] [6, 43, 60, 69] 6] (1, 61-65, 70-72]

Expanded Text
Stemmed Text

1. Surface Text Representation scheme is used in Citation Tags, Citation Con-
text Sentences, Bibliography Lists, and Citation Graphs of Research Papers

weighting schemes.

2. Expanded and Stemmed Text was not used in any of the mentioned Research

Paper Weighting schemes.

Table 3.35 represents the analysis of Citation based similarity measuring tech-
niques by using “Text Representation Schemes” and “Citation Based Similarity
Methods” dimensions. This table contains 3 rows and 5 columns. The rows repre-
sent Text Representation Schemes whereas columns represent different categories

of Citation Based Similarity Methods.

TABLE 3.35: Analysis using Text Representation Schemes and Citation Based
Similarity Methods

Citation Based Similarity Methods
Text s - .
Representation Citation Graph Based Citation Context Direct Citation Count Blbh()glfiphm Hybrid
Based Coupling
Schemes
Surface Text 11, 61-65, 70-72] [69] 6] [6]

Expanded Text
Stemmed Text

By observing Table 3.35, conclusions were made for Citation based similarity mea-

suring techniques which are listed below:
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1. Surface Text based Representation of text from Research Papers was used

commonly by majority of Citation based Similarity techniques.

2. Expanded and Stemmed Text representation was not used by surveyed Ci-

tation based similarity techniques.

Table 3.36 represents the analysis of Citation based similarity measuring tech-
niques by using “Entities Related to Research Paper” and “Research Paper Weight-
ing Schemes” dimensions. This table contains 2 rows and 4 columns. The rows
represent Entities Related to Research Paper whereas columns represent different

categories of Research Paper Weighting Schemes.

TABLE 3.36: Analysis using Entities Related to Research Paper and Research
Paper Weighting Schemes

Research Paper Weighting Schemes
Entities Related to o Citation Context - . Citation Graphs of
Research Paper Citation Tags Sentences Bibliography Lists Research P;pcrs
Research Paper
Contents
Entities Outside the
Research Paper

[6] [69] [6]

(1, 61-65, 70-72)

By observing Table 3.36, conclusions were made for Citation based similarity mea-

suring techniques, which are listed below:

1. Research Paper Contents are not used in Citation Graphs of Research Paper

citation weighting scheme.

2. Citation Tags, Bibliographic Lists, and Citation Context Sentences belong

to Research Paper Contents.

Table 3.37 represents the analysis of Citation based similarity measuring tech-
niques by using “Entities Related to Research Paper” and “Citation based Simi-
larity Methods” dimensions. This table contains 2 rows and 5 columns. The rows
represent Entities Related to Research Paper whereas columns represent different

categories of Citation based Similarity Methods.

By observing Table 3.37,conclusions were made for Citation based similarity mea-

suring techniques which are listed below:
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TABLE 3.37: Analysis using Entities Related to Research Paper and Citation
based Similarity Methods

Citation based Similarity Methods

s S Direct N,
Entities Related to Citation Graph Based Citation Context Citation Blbhogrflphl(, Hybrid
Research Paper Based Coupling
Count
Research Paper 6, 43, 60, 69] (6] (6]

Contents
Entities Outside the
Research Paper

[1, 61-65, 70-72]

1. Citation Graph based and Hybrid similarity measuring methods were not

used with Research Paper Contents.

2. Citation Context based, Direct Citation Count, and Bibliographic Coupling

have used Research Paper Contents.

3. Entities Outside the Research Paper was not used in Citation Context based,

Direct Citation Count, and Bibliographic Coupling methods.

Table 3.38 represents the analysis of Citation based similarity measuring tech-
niques by using “Research Paper Weighting Schemes” and “Citation based Simi-
larity Methods” dimensions. This table contains 2 rows and 5 columns. The rows
represent Research Paper Weighting Schemes whereas columns represent different

categories of Citation based Similarity Methods.

TABLE 3.38: Analysis using Research Paper Weighting Schemes and Citation
based Similarity Methods

Citation based Similarity Methods

.R .CSC‘(%IICh P aper Citation Graph Based Citation Context Direct Citation Count Bl})‘hOng_‘phw Hybrid

Weighting Schemes Based Coupling N
Citation Tags [69] 6] [6]
Citation Context [6, 43, 60, 69]
Sentences

Bibliography Lists 6] [6]
Citation Graphs of s

Research Papers [1, 61-65, 70-72]

By observing Table 3.38, conclusions were made for Citation based similarity mea-

suring techniques, which are listed below:

1. Citation Tags are not used in Citation Graph based and Hybrid similarity

measuring techniques.
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2. Citation Context Sentences were not used in Citation Graph based, Direct ci-
tation count, Bibliographic Coupling, and Hybrid similarity measuring tech-

niques.

3. Bibliography Lists were used only in Direct Citation Count and Bibliographic

Coupling similarity measuring techniques.

4. Citation Graphs of Research Paper were used in only Citation Graph based

similarity measuring techniques.

3.6.2 Conclusions from Analysis of Citation Based Simi-

larity Measuring Techniques

Conclusions were drawn from survey of Citation based similarity measuring tech-

niques, which are discussed in below paragraphs.

Surface text based representation of Bibliography section and contents all sections
of research papers were used by different citation based similarity measuring tech-
niques. Surface Text Representation scheme is used in Citation Tags, Citation
Context Sentences, Bibliography Lists, and Citation Graphs of Research Papers
weighting schemes. Research Paper Weighting Schemes and Citation based simi-
larity measuring methods were commonly used for contents all sections of Research
Paper. Expanded Text and Stemmed Text was not used by the Citation based

similarity measuring techniques.

Citation Tags, Bibliographic Lists, and Citation Context Sentences are Research
Paper Contents. Citation Graphs of Research Paper do not belong to Research Pa-
per Contents. Citation Context based, Direct Citation Count, and Bibliographic
Coupling have used Research Paper Contents, but Citation Graph based and Hy-
brid similarity measuring methods have not used these contents. Entities Outside
the Research Paper was not used in Citation Context based, Direct Citation Count,

and Bibliographic Coupling methods.
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Citation Tags are not used in Citation Graph based and Hybrid similarity mea-
suring techniques. Citation Context Sentences were not used in Citation Graph
based, Direct citation count, Bibliographic Coupling, and Hybrid similarity tech-
niques. Bibliography Lists were used only in Direct Citation Count and Biblio-
graphic Coupling similarity techniques. Research Paper Weighting Schemes, Text
Representation schemes, and Citation based similarity methods were not used for
different individual sections of research papers for finding citation based similarity

measures among them.

3.6.3 Survey of Citation Based Similarity Measuring Tech-

niques

Each of the surveyed similarity measuring technique is briefly discussed in this
section. Further the answers to the second (Semantic Model) and third questions
(Integration with other techniques) discussed in the Section 3.1 were answered for

all these surveyed techniques at the end of this section.

Boyac et al. [6] have compared different citation count based similarity measur-
ing techniques to cluster the biomedical literature. Four similarity techniques are
discussed: co-citation analysis, bibliographic coupling, direct citation, and a bib-
liographic coupling-based citation-text hybrid technique. According to authors,
bibliographic coupling slightly outperformed the co-citation analysis in terms of
accuracy for clustering of selected repository. These techniques used the citation

tags and bibliography lists of research papers, ignoring other weighting schemes.

Citation context represents text around a citation tag in a research paper, which
is used by different citation based similarity measuring techniques. In this ap-
proach [69] authors have proposed a context-aware citation recommendation sys-
tem. This approach represents a hybrid technique for finding similarity measure
between citation contexts of two research papers. The proposed approach uses ci-

tation information, title, and abstracts of research papers, ignoring other weighting
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schemes. A probabilistic model was also developed to measure the context based

relevance between a citation context and a document in this work.

Citation graph of research papers represents a graph whose nodes are different
research papers from a repository. There is a directed edge from the node repre-
senting a citing paper to the node which represents a cited paper. Therefore that
edge is said to be a citation link and the graph is called a citation graph. Different
graph algorithms were used on these citation graphs to find similarity measure
among the research papers. The similarity measuring techniques surveyed below

are using citation graphs of research papers.

In [70] authors analyzed the citation graph of SCOW (Computer-Supported Co-
operative Work and Social Computing) conference to identify core and prominent
clusters of research papers. Different research papers of this conference reside in
the areas of computer and social sciences. A paper ignored in computer science
can be useful in the field of social sciences. Such papers are called chasm papers
and this approach found these papers. No other weighting scheme than citation

graphs were used in this approach.

In an algorithm [71], a citation matrix for all documents in a corpse is defined
which contains information about the documents citing other documents. A simi-
larity matrix is generated using Cosine similarity for these documents. Similarity
for documents with missing citations is difficult to compute by this approach.
This technique uses citation vectors of documents rather than content vectors for

computing similarity, which represents more reliable information as a feature [10].

Lu et al. [72] have proposed two graph-based metrics named as maximum flow met-
ric and authority metric to compute the similarity between documents. Weights
of edges between source and destination documents represent the maximum flow
which is used to compute similarity. Each paper is then represented by a vector
whose elements are authority weights of nodes in its local citation graph. The simi-
larity is computed by using Cosine between these vectors, ignoring other similarity

measuring techniques and weighting schemes.
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In this approach [73] authors have proposed a supervised learning framework for ci-
tation recommendation. This approach uses Title, Abstract, Introduction sections
of research papers in the form of surface text. Classifier used in this approach is
based on features like citation counts of candidate papers author aware and context

aware features. The proposed approach is integrated in Citeseer digital library.

Another citation based approach [69] have used abstract of research paper using
bag of words along with citation context. Authors have built a context aware
citation recommender system in this research, a probabilistic model was developed

to measure the context based relevance between a citation context and a document.

Kataria et al. proposed a technique [46] using citation context in interlinked corpse
of documents associating terms in context to the cited document. Authors pro-
posed a document generation approach incorporating context in which a document

links to another document, combines context information with link of documents.

In the case of a survey of Citation based similarity measuring techniques, we have
not found such a technique which used a semantic based conceptual model for
a given similarity measuring technique based on the operational semantics and
features used. We were also unable to find any technique which can be integrated
into the formulation of a hybrid technique without redundancies and overlapping

in the methods.

3.7 Survey of Miscellaneous Similarity Measur-

ing Techniques

The similarity measuring techniques surveyed in this section are categorized as
structural, visual, and lexical similarity measuring techniques. Structural similar-
ity represents those techniques which use XML layout of research papers. In visual

similarity, the visual layout of research papers in the form of scanned images is
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used to find similarity measures among them. Lexical similarity measures repre-
sents edit distance and tree edit distance similarity measuring techniques using

strings and concept trees as weighting schemes respectively.

A similarity measuring technique using XML layout of documents [74] was pro-
posed in this paper. A pair of XML documents was matched using the exact
matching technique. The XML documents were also validated on basis of Docu-
ment Type Definition (DTD) and XML schema. If tags were matched partially, it
represented information overlapping between these documents. Tag frequency can
be an additional feature to be used in process of finding similarity. This approach

did not use any other weighting schemes besides XML tags.

An approach using tree edit distance algorithm [8] on XML-based research docu-
ment was introduced in this paper. As XML represents a hierarchical structure,
a pair of XML documents was represented as XML trees. Tree edit distance
technique found similarity measures between these trees and hence computed a
similarity measure between the two documents. This approach did not use any

other weighting scheme beside XML tags.

A recommender system [49] also used tree edit distance similarity for finding re-
search papers related to an author’s publication interest. In this approach authors’
profiles were built by using their previous publications. By comparing the profile
of author with other profiles in a collection database, research papers in those
profiles were recommended to that author. These profiles were maintained as a

tree of concepts and tree edit distance is used as a similarity approach.

In this approach authors [7] have used the visual features of research document
for their classification. Authors have devised a technique named as Visual Sim-
ilarity measure which works on scanned images of documents. Visual similarity
measure uses image processing techniques to extract features from a scanned doc-
ument, ignoring text-based similarity measuring approaches. Weighting schemes

like TF/IDF are not used by Visual Similarity measuring techniques.
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A document clustering algorithm is proposed in which authors have devised a
new similarity measuring technique to compute the pairwise similarity measure of
text-based documents using the suffix tree document model [56]. This similarity
measuring technique is utilized to devise a new document clustering algorithm.
The results obtained from the author’s proposed algorithm are better than the
traditional TF/IDF based similarity measures. This technique does not involve
the use of any combinations of similarity measuring techniques to perform the

clustering operation.

In another scheme, a document classification approach is proposed by using the
WikiPedia semantic space [75]. According to authors in traditional similarity mea-
suring approaches, a document is treated as a set of words without considering the
semantics between these words. Each document is represented as a concept vector
in the WikiPedia semantic space. The proposed approach is used for classifica-
tion of documents. This approach does not involve any combinations of different

similarity measuring techniques for classification.

Another study [53] uses different vector space based similarity measuring ap-
proaches in a recommender system to generate recommendations for E-Commerce
and Social web sites. Authors surveyed different similarity algorithms like Cosine,
Pearson Correlation based, and Euclidean distance and their effectiveness in a
recommender system. No combinations of these similarity measuring techniques

have been used in the proposed approach.

In a technique [76] authors have discussed the use of WikiPedia as an external
knowledge source for document clustering. According to authors, traditional ap-
proaches focus on a bag of words representation of documents without considering
semantic relationships between these words. Due to the usage of such represen-
tations, documents are assigned to the wrong group/cluster. One solution to this
problem is the use of ontology to enrich the document with background knowledge,
but this approach has certain issues like limited knowledge base and information
loss. Authors in their proposed approach have addressed these two problems by

using WikiPedia as a knowledge source to cluster the documents. The similarity
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measuring approach adopted uses contents, semantic, and category information
of documents for clustering operation. The proposed similarity measuring tech-
nique uses exact matching and TF/IDF based matching of terms of documents
within term set of WikiPedia articles. No other similarity measuring technique is

harnessed in the proposed approach.

In another scheme [57] authors have proposed lexical similarity measures using
dependency graph structures. Different features have been employed to compute
the similarity measures such as, a bag of words, topic distribution, and dependency
structures, named entities, and expansion features. The approach uses cosine
similarity for vectors based on the above-described features. No combinations of

other similarity measuring techniques were analyzed in this approach.

In this approach [54] authors have investigated the utility of Inclusion Index, the
Jaccard Index, and the Cosine Index for calculating the similarity of documents.
According to the authors, Inclusion Index provides a better similarity measure in
particular when computing similarity measures using citation data. In this scheme,
the comparison is performed between other similarity measuring techniques like
co-word analysis, Subject-Action-Object (SAO) structures, bibliographic coupling,
Co-citation analysis, and self-citation links. However, this research does not pro-

vide any similarity measuring technique as combinations of multiple techniques.

A new [55] similarity measuring technique is proposed in this research by us-
ing Cosine similarity named as Soft Cosine similarity when there is no similarity
measures between the features, the proposed soft similarity becomes equal to the
standard cosine similarity measure. Soft cosine similarity measuring technique is
a generalized model of cosine similarity measure. Authors have proposed different
formulas for exact or approximate calculations for the soft cosine measure. This

research does not use different similarity measuring techniques in a combined way.

In this work [77] the fourteen existing text similarity measures are evaluated on
text sentences. The evaluation was conducted on three data sets. Authors have

used different vector space based similarity measures with different combinations
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of features such as TF/IDF, Word Overlapping etc. These measures were evalu-
ated on the basis of different parameters like precision, recall, rejection, accuracy
etc. Similar to previous discussed technique, this scheme does not combine the

similarity measures in such a way that a comprehensive similarity measure could

be identified.

In this technique [78] authors have introduced a new similarity measure which
combines lexical and semantic similarity measures using machine learning tech-
niques. According to authors, the results of their experiment are close to the
human judgments. The proposed technique was used for clustering of a large set
of documents covering different genres and topics. This research does not involve

multiple combinations of similarity measures.

3.8 Finding Relationships Between Content Based

Similarity Measures

We have identified different missing features of research papers and the similarity
measuring methods using these features by knowledge acquisition through Ta-
bles 3.4 to 3.38. In this section we have devised a criteria for finding relationships
between content based similarity measures using this knowledge. The relationships

found using this criteria are further used in conceptualization of COReS.
We have considered two parameters of a content-based similarity measuring tech-
nique to identify relationships among these techniques.

1. Which features of a research paper, this technique uses for computing simi-

larity measure? (Document Model)

2. What is a computational method, this technique adopted for computing

similarity measure? (Similarity Measure Computation Method)
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Table 3.39 represents an analysis of different content based similarity measuring
techniques available in the literature. This table provides information about tech-
nique name, features of a research paper this technique uses, its computational
formula. This information helped us in conceptual modeling of content-based

similarity measuring techniques in the COReS as discussed in Chapter 4.

Table 3.39 provides information about different content based similarity measures.
We have used this information to the model domain of content based document
similarity. These techniques were categorized under categories such as Vector
Space-based, citation based, probabilistic, lexical, and structural similarity mea-
sures etc. By using the information from Table 3.39, overlapping and disjoint
relationships between different types of content based similarity measures were
identified and modeled in the proposed ontology (COReS). For identification of
disjoint and overlapping relationships between similarity techniques, we have used

following criteria.

We have devised an algorithm to find the relationships between different similarity
techniques. Inputs for this algorithm are two similarity measuring techniques and
the document weighting schemes these techniques are using. If the two similarity
measuring techniques use same document weighting scheme and same computa-
tional method then these techniques will have overlapping relationship otherwise
they will have a disjoint relationship. Output of algorithm will be overlapping
or disjoint relationships between similarity measuring techniques. We will use
this algorithm to define disjoint or overlapping relationships between similarity

techniques in COReS.

3.9 Conclusions

After performing the survey of different content based similarity measuring tech-
niques, we have reached to a number of conclusions. We have surveyed vector
space based, probabilistic, citation based, and miscellaneous similarity measuring

methods for knowledge acquisition of research paper similarity measures domain,
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to build the proposed ontology (COReS). We have also found and reported research
gaps in these similarity measuring methods by considering parameters related to
different research paper features and weighting schemes, as a secondary task. Af-
ter surveying these similarity measuring methods, we have concluded that none of
these methods have semantically modeled the domain of research paper similarity
measures. None of these methods were integrated with other techniques to for-
mulate a hybrid technique without redundancies and overlapping in the methods
and features. We have also concluded that by observing the currently available
similarity measuring methods, we can identify (disjoint and overlapping) relation-
ships between the similarity measuring techniques by observing their computa-
tional methods and document weighting schemes being used. These relationships
will help us in the conceptual modeling of similarity measuring techniques in the

proposed ontology (COReS).

TABLE 3.39: Analysis of Content-Based Similarity Measuring Techniques

Name of
Similarity Cosine Similarity Binary Cosine

Technique

Result Value
Oto1l Oto1l
Range

Research
Paper Term Vectors in Vector Binary Vectors

Features used | Space, TF/IDF

Computational ST <EL> %> _ ®@ XY
Formula [ta] <[] VIXIx]Y]
Other
Overlapping
Jaccard, Pearson -correla- | Binary Jaccard, Matching
Similarity
tion, Euclidean Coefficient, Overlap Coeffi-
Techniques

cient, Dice Coeflicient
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Name of
Similarity Jaccard Coefficient Binary Jaccard
Technique
Result Value
0tol
Range
Research
Paper Term Vectors in Vector Binary Vectors
Features used | Space, TF/IDF
Computational N oo
st (i, 1) = 2L, X0y
Formula |7+ 78] [ XUY]
Other
Overlapping
Cosine, Pearson Correlation | Binary Cosine, Matching
Similarity
Coefficient, Euclidean Coefficient, Overlap Coeffi-
Techniques
cient, Dice Coefficient
Name of
Similarity Pearson Correlation Coefficient
Technique
Result Value
—1to +1
Range
Research
Paper Term Vectors in Vector

Features used

Space, TF/IDF

Computational

Formula

m
m Yy wi,oXwy p—T Fo XTF
=1

where
m m
\/ {mtzlwia _TFE} [mtzlwib Ty

SIMe (Ei %) -

TF, = sza and TF, = ngb
t=1 t=1
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Other
Overlapping
Similarity

Techniques

Cosine, Jaccard Coefficient, Euclidean

Name of
Similarity

Technique

Euclidean Distance

Result Value

Range

Oto1l

Research
Paper

Features used

Term Vectors in Vector

Space, TF/IDF

Computational

Formula

— = e
D (7 72) = (£ ot = vl

t=1

Other
Overlapping
Similarity

Techniques

Cosine, Pearson Correlation coefficient, Jaccard

Name of
Similarity

Technique

Matching coefficient

Result Value

Range

Oto1l

Research
Paper

Features used

Binary Vector

Computational

Formula

XNy
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Other
Overlapping
Similarity

Techniques

Binary Cosine, Binary Jaccard, Matching Coefficient,
Overlap Coefficient, Dice Coefficient

Name of
Similarity

Technique

Dice Coeflicient

Result Value

Range

Oto1l

Research
Paper

Features used

Binary Vector

Computational

Formula

2|XNY|
IX[+Y]

Other
Overlapping
Similarity

Techniques

Binary Cosine, Binary Jaccard, Matching Coeflicient,
Overlap Coefficient, Dice Coefficient

Name of
Similarity

Technique

Overlap Coefficient

Result Value

Range

Oto1l

Research
Paper

Features used

Binary Vector

Computational

Formula

XY
min(]X1],|Y)
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Other

Overlapping
Binary Cosine, Binary Jaccard, Matching Coefficient,
Similarity
Dice Coefficient
Techniques

Name of
Similarity Tree Edit Distance

Technique

Result Value
Oto1l
Range

Research
Paper Syntactic n-gram Trees

Features used

5(0,0) = 0

§(F1,0) = S(FL—v,0)+~(v— )

5 (0, Fy) = S0, Fy—v)+7 (N = w)

Computational ( O(Fy—v,0)+~v(v—=A),
Formula S(F, Fy—w)+v (A= w),

§ (F1, F» =) min S (Fy (v), Fy(w))+

O(Fy — Ty (v), Ty — Fy (w)) +

v (v = w)

Other
Overlapping
Edit Distance
Similarity

Techniques

Name of

Similarity Edit Distance

Technique
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Result Value
Otol
Range
Research
Paper String representation of text
Features used
J
doj = > Wins (ag) for 1 <i<m
k=1
J
dip = D> waer (by) for 1 < j<n
k=1
(
di—l,j—l for a; = bj
Computational
di—1,; + Waer (b;)
Formula dij = ,
min di,j—l + Wans (aj) ) for a; 7£ bj
\ di—1j-1 + Wsup (@, b;)
for 1 <i¢<m and
for1<j<n
Other
Overlapping
Similarity
Techniques
Name of
KL-Divergence
Similarity KL-Divergence
(General)
Technique
Result Value
Oto1l Otol
Range
Research
General
Paper Probability distribution of
Distributions
Features used | words in documents
Computational BN m
Dt (2 1%5) = Swa x | Dice (P Q) = Plog (5)
Formula t=1
g (322
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Features used

Other
Overlapping
Average KL-Divergence, In- | Average KL-Divergence, In-
Similarity
formation Radius formation Radius
Techniques
Name of Average
Similarity Average KL-Divergence KL-Divergence
Technique (Symmetric) (General)
Result Value
0to1l 0Oto1l
Range
Research
General
Paper Probability distribution of
Distributions

words in documents

— =
DAngL (ta H tb) =
> (M X D (wia || we)) +
t=1

(ma X D (wyp || wi))

Davgrer (P || Q) =
7T X DKL (P || M)

+(m2 X Dir, (Q || M))

Computational »
— _ Wia where m = 5,
Formula where m, = Weatwep’ 1 QPJrQ
Tg = wt;l)iqbut’b T2 = Pro
and and
wt:ﬂ—lxwt,a—i_ﬂ-2xwt,b MI7T1XP+7TQXQ
Other
KL-Divergence
Overlapping
KL-Divergence (Non- (Non-
Similarity
Symmetric) Symmetric)
Techniques
Name of
Information
Similarity
Radius (IR)
Technique

Result Value

Range

Oto1l
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Research
Paper

Features used

General Distributions

Computational

Formula

D(pl %) +D(al552)

Other
Overlapping
Similarity

Techniques

Name of
Similarity

Technique

L1 Norm (Manhattan)

Result Value

Range

Oto1l

Research
Paper

Features used

General Distributions

Computational

Formula

Z|pi_Qi|

Other
Overlapping
Similarity

Techniques

Name of
Similarity

Technique

Pointwise Mutual Informa-

tion (PMI)

Second Order
Co-occurrence

PMI

Result Value

Range

Oto1l

Oto1l
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Research
Paper

Features used

Co-occurring words in sci-

entific documents

Co-occurring words in sci-

entific documents

f(wi,we, Br) =
B1 ]
> (P (X wa))”
i=1
Computational | pmi (x;y) = log p](JS;éz);) f (wa, w1, B2) =
— loo P&y _ 155 PWlZ) B2 i W
Formula | =log 557 = log B > (e (X wn))!
sim (wy,wy) =
flwr,we,B1) | flwz,wi,B2)
1/812 1 + 2[821 2
Other Pointwise
Overlapping Mutual
Normalized Pointwise Mu-
Similarity Information
tual Information (NPMI)
Techniques (PMI)
Name of
Similarity Co-Citation Analysis BibliographicDirect
Technique Coupling Citation
Count
Result Value
0tol 0tol 0tol
Range
Research
Paper Citation Tags/Bibliography | Citation Citation
Features used | List/ Co-citation Frequen- | Tags/Bib- | Tags/Bib-
cies liography liography
List/ Bib- | List/
liographic | Direct
Frequen- Citation
cies Frequen-
cles
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_ 1
Fyj = log(p(Ci,j+1))
where
Computational p(Cij+1)= g g
Ci 11 ame ame
Formula Ci,j%
Method Method
K5Oi7]’ -
-_ { iy Em‘? e Ej} used as | used as
ViS5 /85 for Co- | for Co-
citation citation
analysis, analysis
by wusing | by using
Biblio- Direct
graphic Citation
frequencies | Frequen-
cies
Other
Overlapping
Cosine Similarity Cosine Cosine
Similarity
Similarity | Similarity

Techniques




Chapter 4

Conceptualization and

Implementation of COReS

4.1 Introduction to Development of COReS

In this chapter we have discussed the development of COReS, the proposed on-
tology. We have used Methontology [12] technique for development of COReS.
We have used the knowledge from the survey of content based similarity [12]
techniques and existing ontologies from Chapter 3 and 2 to build the COReS.
There are three major concept hierarchies in this ontology: a hierarchy of differ-
ent content based document similarity measuring techniques, a conceptual model
for pair-wise content based document similarity measures computed using these
techniques, and a conceptual model for weighting schemes of research papers used
in different similarity measuring techniques. First of all we have discussed the
abstract level definition of these hierarchies in COReS. After that we have pre-
sented the definition (class hierarchies, properties, individuals, etc.) of COReS in
Protégé environment under the guidelines by authors in their work [11]. We have
also discussed SPARQL queries, ontology metrics and rules of COReS. At the end
of this chapter, we have compared COReS with surveyed ontologies: SwetoDblp

and SPAR ontologies on the basis of structure and domain coverage.

108
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4.2 Abstract Definition of COReS

Abstract level representation of COReS presents the description of its major layers
of concept hierarchies. A semantic model of content based similarity measuring
techniques is further discussed, which represents different semantic relationships
between content based similarity measuring techniques while surveying them in

Chapter 3.

4.2.1 Abstract Layers of COReS

The COReS is described using a layered approach in Figure 4.1. There are two
layers named as “Content Based Similarity Measuring Techniques” and “Pair-wise
Research Paper Similarity Measures”. “Content Based Similarity Measuring Tech-
niques” describes a class hierarchy to model the content based document similarity
measuring techniques. The layer “Pair-wise Research Paper Similarity Measures”
represents different content based similarity measures, which are computed be-
tween two pairs of documents. These measures are computed using the techniques

modeled in layer “Content-Based Similarity Measuring Techniques”.

Semantic Model for Operations of Content based Similarity Techniques

‘ Content Based Similarity Measuring Techniques L\
Used In—|

*

Generates

\TSemantic Model for Weighting Schemes of Research Paper

Pair-wise Research Paper Similarity Measures

FIGURE 4.1: Abstract layers of COReS Ontology

Another layer named as “Semantic Model for Weighting Schemes of Research
Paper” in this architecture describes different weighting schemes computed from
contents of research paper such as TF/IDF, Term Vectors, and Citation Frequen-
cies ete. [10]. These schemes are used by techniques modeled in “Content Based
Similarity Measuring Techniques” layer, represented by “Used In” property be-

tween these layers. This layer also represents those weighting schemes which are
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based on entities outside the contents of research papers. Such schemes are cita-
tion graphs of research papers, topic models, and visual layouts of research papers.
These entities do not represent contents of the research paper, but they are based
on external features using contents of multiple research papers in a combined way.
The conceptual models of abstract layers of the COReS are explained in detail in

coming sections.

4.2.2 Semantic Model for Operations of Content Based

Similarity Measuring Techniques

We have proposed a semantic model for operations of content based similarity
measuring techniques in this section. Figure 4.2 shows this model which is in the
form of ontology and different content base similarity operations are represented
as classes of this ontology. In this ontology “SubclassOf” relationships are used to
represent the relationships between different superclass and subclass concepts. An
example of such a relationship is between “Cosine” subclass and “Vector Space
Based” super class concepts as shown in Figure 4.2. Therefore, different con-
tent based similarity measuring operations have been classified in this ontology as

shown in Figure 4.2.

These similarity measuring techniques were classified as Vector Space-based, Prob-
abilistic, Citation based, Lexical, Structural, and Visual similarity techniques. For
each of these categories, their subtypes are further modeled as subclasses. For ex-
ample, Vector Space-based similarity measuring technique has subclasses: Cosine,
Jaccard, Dice coefficient, Matching coefficient, Overlap coefficient, Distance based,
Pearson Correlation etc. In this ontology, different relationships are also defined
between the classes. For example “Vector Space-based”, “Probabilistic”, and “Ci-
tation based” classes have a disjoint relationship between them. All subclasses
defined for a super class have overlapping relationships between them. These rela-
tionships represent the content based similarity approaches from the semantics-
of-their-operation point of view. Current version of COReS implements the

three layers of abstract model shown in Figure 4.1 and the focus of COReS is to
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provide the application for computation of comprehensive similarity measures. A
link to complete documentation of COReS is available in Annexure IV of Appendix

section.

4.2.3 Semantic Model for Contents of Research Paper

We have proposed another semantic model to formulate the different weighting
schemes for research papers which are used by content-based similarity measuring

techniques. Figure 4.3 shows this model in the form of a hierarchy.

Sections of a research paper are modeled under a group named “Research Paper
Contents”. Model for the text representation of contents of research papers is
defined under a group named “Text Representation of Contents”. A group of
concepts “Terms/Word Set” models a set of terms/words which are extracted
from the different text representations of contents of research papers. From the
terms/words sets, different weighting schemes are computed, used by different
content based document similarity measuring techniques. For example, TF/IDF
is a weighting scheme of research papers commonly used [10] in Cosine similarity

measuring technique.

These different schemes are grouped in the form of concepts under a group named
“Weighting Schemes”. “Entities outside the Research Paper” represents those
concepts which model the different features not representing the contents encap-
sulated in research paper, but these features are used to compute research paper
similarity measures. Such features are Citation Graphs, Synonyms of terms/key-
words, research papers clusters, XML tags, Writing Style, Topic Models, Social
Tags, Pseudo Documents, User Graphs, and Layout Information. Citation graphs
of research papers are used in the citation based similarity measuring techniques

combined with the graph algorithms.
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4.3 Definition of COReS Using Protégé

We have used Protégé 4.3 to develop COReS using OWL. We have developed class
hierarchies by keeping the abstract definition of COReS in mind. These classes
were defined on the basis of survey performed on the content based similarity mea-
suring techniques and by identifying the differences and commonalities between

them as discussed in Chapter 3.

Figure 4.4 represents the classes “Parameters_of relatedness” and “Relatedness”
which are subclasses of the super class “Thing”. The “Relatedness” class is further

classified as “Dissimilarity” and “Similarity”.

[ Class hierarchy || Glass hiemrchy (inferred) |

¥ Thing
V- @ Parameters_of_relatedness

5

Weighting_schemes
Term_word_sets
Text_Representation_for_contents
Research_Paper_Contents
Entities_ Outside_the_Research_Paper
i Research_Paper
¥ - @ Relatedness
Dissimilarity
b 0 Similarity

FIGURE 4.4: Top level classes in COReS as viewed in Protégé

Figure 4.5 represents the classes under the class “Content_based similarity”. The
main classes under this category are “Citation_based_similarity”, “Lexical_similarity”,
“Probabilistic_similarity”, “Vector_Space_based similarity”, “Structural similarity”,
and “Hybrid_content_based_similarity”. Classes for “Vector_Space_based_similarity”
are defined to model different vector space based similarity methods like Cosine,
Jaccard, Dice, and Matching coefficients. “Probabilistic_similarity” class further
classifies the probabilistic similarity techniques like KL-Divergence and Pointwise
Mutual Information etc. “Hybrid_content_based similarity” class represents dif-
ferent content based similarity measuring techniques in which techniques from
different categories are combined. “Citation_based similarity” class represents the
different techniques which use citation information of research papers to compute

similarity measures between them.



Conceptualization and Implementation 115

[ Class hierarchy r Class hierarchy {infemred)

- @ Thing

I- Parameters_of_relatedness

V- @ Relatedness

- Dissimilarity

» Similarity
¥-- @ Content_based_similarity
¥-- @ Citation_based_similarity
[ Citation_context_based_sim
Citation_count_based_sim
----- Citation_graph_based_sim
' Lexical_similarity
- Probabilistic_Similarity
----- Information_Radius
- KL_Divergence
----- Latent_ Diritchel_Allocation
----- Manhatton_MNorm
- Pointwise_Mutual_Information
Structural_similarity
- XML_based_similarity
¥ Vector_Space_Based_Similarity

B @ Cosine_Similarity
; Dice_ Coefficient
Distance_Based_Similarity
Jaccard_Similarity
Matching_ Coefficient
Overlap_Coefficient

Lo Pearson_Correlation_Coefficient_Similarity|

----- Hybrid_content_based_similarity
----- MNon_Content_based_similarity
B O Pair-wise_content_based_similarity_measures

FIGURE 4.5: Content based similarity modelling classes in COReS as viewed
in Protégé

Figure 4.6 represents the class hierarchy under the class “Parameters_of_relatedness”.
There are five classes which are defined under this class. “Weighting schemes”,
“Research_Paper_Contents”, “Term_Word_Sets”, “Text_Reprsentation_for_contents”,
and “Entities_outside_the_Research_Paper”. “Weighting_schemes” class represents
different weighting schemes of research papers which are used to compute similar-
ity between them. “Research_Paper_Contents” class represents the contents from
different sections of research papers, which are used to compute similarity mea-
sures. “Term_Word_Sets” is used to represent the different ways in which terms
or keywords are extracted from research papers and are further used by weighting
schemes. The class “Entities_outside_the Research _Paper” models the informa-
tion contents defined outside the structure of research papers which are used to

compute similarity measures.

Figure 4.7 and 4.8 represents the object properties defined in COReS beside the
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|/ Class hierarchy |/ Class hierarchy {infemred)

¥~ @ Thing

v-- & Parameters_of_relatedness

¥ Weighting_schemes

- @ CC_IDF

Phrase_Depth
Probability_Distribution_Of_Terms
Tree_Representation_of _Concepts
Inverse_Document_Frequency
Term_Frequency

TF_IDF

Term_position

Term_Weight

L n_grams

p @ Term_word_sets

p 0 Text_Representation_for_contents
¥-- @ Research_Paper_Contents

: Foreword

References

Conclusion

Related_work

Introduction

Keyowrds

Venue

Body_Text

Abstract

Affiliations

Authors

Title

All_contents

P @ Entities_Outside_the_Research_Paper :
Research_Paper -

[»

FIGURE 4.6: Research Paper content based modelling classes in COReS as
viewed in Protégé

“SubclassOf” properties. There are four object properties named as: “Used_In”,
“Extracted _From”, “Represented_As”, “Contains”, and “Generates”. The domain
of “Used_In" is “Weighting_schemes” class and range is “Content_based similarity”.
It represents a relationship that different weighting schemes are used in different
content based similarity measuring techniques. The domain of “Extracted _From”
is “Term_word_sets” class and range is “Text_representation_for_contents”. This
property models a relationship that term word sets are extracted from different text
representations for contents of research papers. “Generates” property has the class
“Content_based_similarity” as its domain whereas the range class of it is “Pair-
wise_content_based_similarity_measure” as its range class. This property repre-
sents the fact that pair-wise content based similarity measures are generated by
using content based similarity methods. “Represented_As” property has domain

class “Research_paper_contents” and range class “Text_representation_for_contents”.
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This property represents the fact that research paper contents are represented by

different text representation schemes.

Active Ontology | Entiies | Clsses | Object Properties | Data Prop [ operties | Indivi Towlviz |
Object property hierarchy: L IEEE r—r—| Rl Useo=
=] |
¥ mtopObjectProperty Show this[v] disjoints.

-mUsed _In Found 3 uses of Used_In

® Extracted_From ¥-mUsed In
® Represented_As mUsed _In Range Content_based_similarity

i = Contains ®mUsed_In Domain Weighting_schemes
‘- m Generates - Used In

Characteristics: Used_In Description: Used_In

| Functional SubPraperty Of

] Inverse functional
Inverse Of

] Transitive
1 Symmetric Domains (intersection)
Bl @ Weighting_schemes
|| Reflexive
Ranges (rtersection)
I Irreflexive @ Content_based_similarity

Disjaint With

SuperProperty Of (Chain)

FIGURE 4.7: “Used_in” object property in COReS as viewed in Protégé

Figure 4.9 shows the data properties defined for class

“Pairwise_content_based_similarity_measures”, which are “Source_Paper_Id”, “Des-
tination_Paper_Id”, “Weighted Sum_Parameter” and “Similarity_Value”. These
properties represent the source and destination research papers and the similarity
measures computed between them as numeric value from 0 to 1. The weighted
sum parameter represents a parameter value for a similarity measure which is used

to compute comprehensive similarity measure as discussed in Chapter 6.

Figure 4.10 shows individuals or instances defined for concepts of COReS. These
individuals are divided into two categories: one represents the published similarity
measuring techniques belonging to a similarity measuring method and other are
generic similarity measuring algorithms. COReS is currently instantiated manu-

ally.
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el gy, rErﬂm rmassts rOhjec‘tPrnperties rnm pert rn i = r

Obj

==

V--mtopObjectProperty

["owLviz | DL auery | OntoGraf |

Show: [¥] this[v| disjoints
Found 3 uses of Generates
V- m Generates
- C Generates
® Generates Domain Content_based_similarity
® Generates Range Pair-wise_content_based_similarity_measures

Description: Generates

[ Functional SubProperty OFf
|_| Inverse functional
Inverse Of
[ Transitive
| Symmetric Domains (intersection)
| Asymmetric @ Content_based_similarity
|| Reflexive
Ranges (intersection)
|| Irreflexive

© Pair-wise_content_based_ similarity_measures

Disjoint With

SuperProperty Of (Chain)

FIGURE 4.8: “Generates” object property in COReS as viewed in Protégé

(" Active Ontology | Entties | Classes | Object Froperties | Data Properties | Annotation Properties | Individuals | OWLViz | DL Query | OntoGraf | Ontology Differences |

Data property hierarchy: Similarity V IEEE jRESRTEETTE @rees

Usage: Similarity Value

v-@topDataProperty
Similarity_Value

Source_Paper_ID

- Weighted_Sum_Parameter L. W

Destination_Paper_ID

Showe: [ this[v] disjoints
Found 2 uses of Similarity_Value
¥ m Similarity_Value
® Similarity_Value Domain Pair-wise_content_based_similarity_measures
Similarity_Value

FIGURE 4.9: Data properties in COReS as viewed in Protégé

ject Properties | Data Properties | Annotation Properties | hdividuals | OWLViz | DLQuery | OntoGraf | Onlology Differences | SPARQL Query

_Nurnberge DS [ Temep—|

Usage: '(Beel,_Langer, Genzmehr, & Nurnberger, 20

@ '(Beel,_Langer,_Genzmehr,_&_Niirnberger,_2 Show: ¥ thisl¥ different

Found 4 uses of '(Beel,_Langer,_Genzmehr, Narnberger,_2013)'

# '(Bethard_&_Jurafsky,_2010)"
# '(Chandrasekaran, Susan, Praveen, & Hiep, |
# '(Chim_&_Deng,_2007)"

# '(Ferrara,_Pudota, & Tasso, 2011)"

# '(Giles,_Bollacker,_&_Lawrence,_1998)'

# '(Huang, 2008)"

# '(Jiang,_Jia,_Feng,_&_Zhao,_2012)"

# '(Jyoti,_Dhawan,_&_Singh,_2015)"

# '(Kohail_& Biemann, 2017)"

# '(Manning_&_Schiitze,_1999)'

# '(Nascimento,_Alberto, Altigran, & Marcos,
# '(0zono,_Goto,_Fujimaki,_&_Shintani,_2002)
® '(Sidorov,_Gelbukh,_Gomez-Adorno,_ & Pinto|
* '(STERNITZKE_& BERGMANN,_2009)"
# '(Sugiyama_&_Kan,_2010)"

# '(Xiaoyu_& Zeng, 2012)"

# '(Zhang,_Na_Li,_& Yan_Yu,_2013)'

* Cosine_Similarity_Algorithm

# Jaccard_similarity_Algorithm

@ '(Beel,_Langer,_Genzmehr

v 4'(Beel,_Langer,_Genzmehr,_&_Niirnberger,_2013)"
'(Beel,_Langer,_Genzmehr,_&_Nurnberger,_2013)"
&_Nurnberger,_2013)' Type TF_IDF
#'(Beel,_Langer, Genzmehr, & Nurnberger, 2013)' Type Cosine_Similarity
#'(Beel,_Langer, Genzmehr, & Nurnberger, 2013)' Type Term_Frequency

Description: '(Beel,_Langer, Genzmehr, & Nurr IBEE

Types
@ cosine_Similarity
@ Term_Frequency
@ TF_IDF

Same Ind

vidual As

Different Indiv

uals

y assertions

perty assertions

ry assertions

F1GURE 4.10: Individuals for concepts in COReS as viewed in Protégé
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Figure 4.11 represent the visualization of COReS using ontology visualization fa-
cility available in Protégé. These visualizations represent the hierarchies of content

based similarity measuring methods defined in COReS.
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FIGURE 4.11: Visualization of content based similarity methods in COReS as
viewed in Protégé
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4.4 SPARQL Queries for COReS

We have performed SPARQL queries on the COReS to retrieve information form
this ontology. These queries and their results have been reported in this section.
Figure 4.12 represents a query to view the sub classes of a super class “Vec-
tor_Space_Based_Similarity”. The results show different sub classes for this class.

Figure 4.13 represents a query to view the sub classes of a super class “Weight-

ing_schemes”. The results show different sub classes for this class.

SPARQL query:

PREFIX rdf- <http/fwww w3 org/1999/02/22-rdf-syntax-ns#=>
PREFIX owl: <http/fwww w3 org/2002/07/owl#=

PREFIX xsd: <http:/fwww.w3.0rg/2001/XMLSchema#=
PREFIX rdfs: <http:/iwww w3.0rg/2000/01/rdf-schema#=
PREFIX cores: <http//purl.org/net/ COReS#=

SELECT ?subject ?object

WHERE {?subject rdfs:subClassOf ?object filter regex(str(?abject),"Vector_Space_Based_Similarty” "i") }
subject |
Cosine Similaritv Vector Space Based Similarity
Overlap Coefficient Vector Space Based Similarity
Inclusion Index Vector Space Based Similarity
Pearson Correlation Coefficient Similaritv Vector Space Based Similarity
Dice Coefficient Vector Space Based Similarity
Matchina Coefficient Vector Space Based Similarity
Daccard Similaritv Vector Space Based Similarity
Distance Based Similaritv Vector Space Based Similarity

F1GURE 4.12: SPARQL Query for Vector Space based similarity methods in

COReS as viewed in Protégé
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SPARQL query:

PREFIX rdf. <http/iwww.w3.0rg/1999/02/22-rdf-syntax-ns#=
PREFIX owl: <http:/iwww.w3.0rg/2002/07/owkt=

PREFIX xsd. <http.//www. w3 org/2001/XMLSchema#=
PREFIX rdfs: <http:/iwww w3.0rg/2000/01/rdf-schema#=
PREFIX cores: <http://purl.org/net/ COReS#=

SELECT ?subject ?object
WHERE {?subject rdfs:subClassOf 7object. filter regex(str{?object),"Weighting_schemes""i"} }

subject |
n arams Weiahtina schemes
Probabilitv Distribution Of Terms Weiahtina schemes
Self Citation Link Weiahtina schemes
Citation Count Weiahtina schemes
Recencv of Research Paper Weiahtina schemes
CC IDF Weiahtina schemes
Inverse Document Freauencv Weiahtina schemes
Subiect Action Obiect Structure Weiahtina schemes
Tree Representation of Concepts Weiahtina schemes
Term position Weiahtina schemes
Term Freauency Weiahtina schemes
Citation Context Weiahtina schemes
TF IDF Weiahtina schemes

FI1GURE 4.13: SPARQL Query for research paper weighting schemes in COReS
as viewed in Protégé

4.5 Ontology Metrics for COReS

The ontology metrics represents entity and axiom counts for the axioms in an
ontology and its imports closure. Figure 4.14 and 4.15 represents the ontology
metrics for COReS. These metrics were taken from Protégé ontology metrics tab.
According to these metrics there are 130 classes in this ontology along with 5
object properties and 3 data properties. There are 128 subclass axioms and 61
class assertion axioms. There are also 59 annotation assertion axioms. In this
version of COReS we have not imported any other ontology yet therefore these

axioms are totally related to concepts purely defined for COReS.
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Ontology metrics: mEEE

Wetrics

Axiom

Logical axiom count
Class count

Obiject property count
Data property count
Individual count

DL expressivity

Class axioms

SubClassOf axioms count
EquivalentClasses axioms count
DisjointClasses axioms count
GCI count

Hidden GCI Count

FIGURE 4.14: Ontology Metrics for COReS (First View) as viewed in Protégé
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Ontology metrics: mEEE

ObjectPropertyDomain axioms count
ObjectPropertyRange axioms count
SubPropertyChainOf axioms count

Data property axioms

SubDataPropertyOf axioms count
EquivalentDataProperties axioms count
DisjointDataProperties axioms count
FunctionalDataProperty axioms count
DataPropertyDomain axioms count
DataPropertyRange axioms count

Individual axioms

ClassAssertion axioms count
ObjectPropertyAssertion axioms count
DataPropertyAssertion axioms count
NegativeObjectPropertyAssertion axioms count
NegativeDataPropertyAssertion axioms count
Samelndividual axioms count
Differentindividuals axioms count

Annotation axioms

AnnotationAssertion axior_ns count

FIGURE 4.15: Ontology Metrics for COReS (Second View) as viewed in Protégé
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4.6 Rules for COReS

In this section, we have presented the selected axioms from TBox (terminological
component) of COReS. The terminologies from T-Box are represented as Major
Class Axioms and Property Axioms in the COReS. These axioms are represented
using DL (Description Logic) notation which makes relationships between classes

of ontology clear.

Following are T-Box axioms related to major classes of COReS. The axioms dis-
cussed below represent subsumption property between the classes. These classes
are shown in semantic model for content based similarity techniques as shown in

Figure 4.2.

Vector Space Based Sim C Content Based Similarity
Probabilistic Sim C Content Based Similarity
Citation Based Sim C Content Based Similarity
Lexical Sim C Content Based Similarity

Structural Sim C Content Based Similarity

Hybrid Similarity C Content Based Similarity

Following axioms represent the disjoint relationships between classes of COReS.

Vector Space Based Sim C Content Based Similarity
Probabilistic Sim C Content Based Similarity
Citation Based Sim C Content Based Similarity
Lexical Sim C Content Based Similarity

Structural Sim C Content Based Similarity

Hybrid Similarity C Content Based Similarity

Following axioms represent the disjoint relationships between classes of COReS.

Vector Space Based Sim N —Probabilistic Sim
Vector Space Based Sim N —Citation Based Sim
Probabilistic Sim N —=Citation Based Sim

Following axiom represent the composition classes of COReS.
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Content Based Similarity
= Vector Space Based Sim U Probabilistic Sim U Citation Based Sim
ULexical Sim U Structural Sim U Hybrid Similarity
Vector Space Based Similarity
= Cosine Based Sim U Jaccard Based Sim U Distance Based Sim
UDice Coefficient Sim U Matching Coefficient Sim

UOverlap Coefficient Similarity

Following axioms are related to classes represented in semantic model for weighting

schemes of research papers in Figure 4.3.

Research Paper C Parameter_for_Relatedness

Entities Outside the Research Paper C Parameter_for_Relatedness

Entities Outside the Research Paper C —Research Paper

4.7 Comparison of COReS With the Surveyed

Ontologies

We have identified parameters for comparison of ontologies from literature to com-
pare COReS with other ontologies. These parameters are: modeling domain, im-
ported/reused ontologies, and research field of ontology. Other parameters [79]
are also considered for this comparison. These parameters are richness, formaliza-
tion, clarity criteria, extendibility criteria, implementation tools used for ontology,
maximize the useful information quantity. According to clarity criteria, all the
terms of ontology should be well defined using natural language and the term
names of ontology should also be self-descriptive. Extendibility criteria addresses
that, one should try to use the terms in an ontology from an existing vocabulary,
without revising their meanings. Maximizing the useful information quantity cri-
teria describe that information of an ontology should be complete and should not

have redundancies.
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Table 4.1 represents a comparison of COReS with other surveyed ontologies on

the basis of discussed parameters.

TABLE 4.1: Comparison of COReS the ontology with other surveyed ontologies

(Language used)

Parameters psed SPAR (Semantic Publishing and Referencing) ontologies SwetoDblp COReS ontology
for Comparison ontology
DoCO FaBiO . o
. (Document (FRBR-aligned GiTo (C.ltdtlon
Comparison . . Typing
Component Bibliographic Ontology)
Ontology) Ontology) Ol08Y
Structural and Bibliography N Modeling the Modeling of
. . o Characterization document
Modeling Rhetorical section of o . DBLP dataset o
. of Bibliographic similarity
domain components of research o of research
Citations ) methods and
document documents papers
measures
Modeling of
research paper
weighting
schemes
Imported/reused 01315)(11’ Pa;tjlenT DC Terms, Moved into FOAF, Dublin irlr\lloo(r)ilgglifl‘fﬁe
ontologies 5, PRISM, SKOS FaBiO Core P R
ontology current version
Research field of Semantic Publishing Digital Library D.( )c}lmgnt
ontology Similarity
Richness (No. of No. of No. of classes = No. of Classes No. of No. of classes =
classes, classes=54,No. 250, No. of =9,No. of classes=7, No. 130, No. of
properties) of properties=9 properties=28 properties=96 of properties=9 properties =8
Formalization | vy 5 p, OWL 2 DL OWL 2 DL OWL 2 DL OWL 2 DL

Clarity criteria

All terms are
well defined

All terms are
well defined

All terms are
well defined

All terms are
well defined

All terms are
well defined

Using terms

Using terms

Using terms

Using terms

Not using terms

Extendibility .. .. .. .. S .
criteria from existing from existing from existing from existing from existing
vocabularies vocabularies vocabularies vocabularies vocabularies
Implementation D2RQ for
di(\)fgiofni(clnfsi)f Not known Not known Not known ;S\I;\ﬁozzl(}?gé‘ Protégé 4.3
ontology format
Ma}ig:;ﬁ the This parameter ThiS parameter Tllis parameter Tllis parameter .This parameter
information is dependent on | is dependent on is dependent on | is dependent on | is dependent on
antit richness richness richness richness richness
gllrli?:ri(;i parameters parameters parameters parameters parameters

From Table 4.1, we can make following conclusions about the COReS by comparing

it with other surveyed ontologies.

e Neither of the surveyed ontologies was modelling the domain of research pa-

per similarity measures, a number of these are conceptualization of semantic

publishing while one is about modelling a digital library. Therefore COReS

is the only ontology modelling the domain of research paper similarity mea-

sures.
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e Current version of COReS is not importing/reusing any of the available

ontologies as compared to surveyed ontologies.
e All the ontologies including COReS have well defined concepts.

e COReS has a rich structure as compared to DoCO, FaBiO, CiTO, and Swe-
toDblp.

e Since SwetoDblp is a shallow ontology which contains a few concepts and a
huge number of instances in its knowledge base, so it will not be suitable to

be imported in COReS.

e DoCO will be reused in future versions of COReS because modeling of docu-
ment similarity measures needs concepts representing structural and rhetor-

ical representation of research papers, which are modeled in DoCO.

e FaBiO is useful if imported in COReS, because of different similarity mea-
suring techniques using the bibliographic information for research papers.
Examples of such techniques are bibliographic coupling and co-citation anal-
ysis [6]. Therefore, FaBiO was decided to be imported in future versions of

COReS.

e As citation information and citation reasoning information can be useful in
computing citation based research paper similarity measures, so it would be

good option to add CiTO in future versions of COReS.

4.8 Conclusions

After presenting the development of COReS we have reached to following con-
clusions. COReS is a richly defined ontology to model the domain of research
paper similarity measures (mainly focusing on content based similarity measuring
techniques). COReS have followed the proper guidelines of ontology development
using a standard tool Protégé. COReS has been presented with a well-defined ab-

stract model which makes one to easily understand its concept hierarchies. Classes,
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object and data properties, and individual for COReS were defined with clarity.
Proper description for all classes and properties were provided in the ontology defi-
nition. By using Protégé we have provided detailed description of COReS and visu-
alization of its major concepts. We have also performed different SPARQL queries
on COReS to explore information about its concepts and individuals. Since the
COReS is defined in Protégé we can easily import different ontologies into COReS
for its future enhancement. COReS was compared with SwetoDblp and SPAR
ontologies to find which of these ontologies should be imported in future versions
of COReS? COReS has a rich structure as compared to other surveyed ontolo-
gies which means it attempts to model the domain of research paper similarity

measures with keeping completeness in mind.



Chapter 5

Evaluation of COReS

There are different ontology evaluation approaches and criteria available in lit-
erature. Raad and Cruz [17] have comprehensively discussed different ontology
evaluation approaches and criteria in a survey. In order to use ontologies effec-
tively in different applications, we need to check that whether these ontologies
are “good ontologies”? For this identification we need to understand the ontology
evaluation criteria and evaluation approaches. According to these criteria we have
to evaluate the COReS by using ontology evaluation tools. Since these tools were
unable to cover all the evaluation metrics during the evaluation process, there-
fore, COReS was evaluated by user study based evaluation method as well. This
user study was performed to check the accuracy, completeness, clarity of COReS.

Results of these evaluations are discussed in the coming sections.

5.1 Ontology Evaluation Criteria

There are different characteristics of ontologies and information provided by on-
tologies can be subjective because they are defined to model a specific domain.
Size of ontologies can be another concern while evaluating them. Large ontologies

need more processing cost and complexity which is required to be evaluated under

128
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a criteria. Several criteria for ontology evaluation has been discussed by different

approaches [12, 80-82], which is presented below.

Accuracy: This criteria state if the definitions, descriptions of classes, properties,
and individuals in an ontology are correctly representing a domain. It means that
axioms of ontology should obey the domain knowledge and classes of ontology

should be correctly defined and described.

Completeness: This metric measure if the domain of interest is properly covered

in an ontology and compare the ontology with available corpses or gold ontologies.

Conciseness: If the ontology covers irrelevant elements with regard to domain
to be modelled. For this metric redundant representation of concepts are checked

and compared with gold ontologies or corpus.

Adaptability: How better an ontology is used for the tasks for which it is de-
fined? It is recommended to use ontology in new circumstances to evaluate its

performance.

Clarity: It measures how effectively the ontology communicates the intended
meaning of the defined terms. Definitions should be objective and independent
of the context. Concepts of ontology should be documented sufficiently and fully

labelled in all necessary languages.

Computational efficiency: It measures the ability of the used tools to work
with the ontology, in particular the speed that reasoners need to accomplish the

required tasks for which ontology is defined.

Consistency: It describes that the ontology does not include or allow for any
contradictions. There should not be any contradiction found in ontology either

manually or by reasoner tools.

In principle it can be stated the ontology evaluation is a problem of assessing an
ontology by the point of view of these previously mentioned criteria. Therefore
to evaluate COReS the proposed ontology, we need to assess this ontology on the

basis of above described metrics.
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5.2 Ontology Evaluation Approaches

Ontology evaluation approaches vary on the basis that how many criteria discussed
in Section 5.1 are used in process of evaluation. These approaches are divided into

four categories: gold standard, corpus-based, task-based, and criteria based.

In gold standard approaches an ontology is compared with existing ontology [83]
modelling the same domain. Maedche and Staab [84] consider ontologies as two
layered models consisting of a lexical and conceptual layer. In corpus-based ap-
proaches which are also called data driven approaches, an ontology is evaluated
about its coverage of a domain. The concept of this approach is to compare an on-
tology with a text corpus significantly covering a given domain. An approach [85]
assess the coverage of the ontology by mining textual data from it, such as names
of concepts and relations. Jones and Alani [86] use the Google search engine to find
a corpus based on a user query for ranking of ontologies. After encompassing the
user query using WordNet, the first 100 pages from Google results are measured as
the corpus for assessment. Gold standard and corpus-based approaches practically

cover the same evaluation criteria: accuracy, completeness, and conciseness.

Task based approaches try to find how an ontology helps in improving the results
of a certain task. This type of evaluation considers that an ontology is intended for
performing a specific type of task and is evaluated on the basis of its performance
for this task. If someone designs an ontology for refining the performance of a web
search engine, she may accumulate several example queries and match whether the
search results contain more relevant documents if a certain ontology is used [87].
Haase and Sure [88] evaluate the worth of an ontology by defining how efficiently
it allows users to obtain relevant individuals in their exploration. Task based

approaches help in evaluating the adaptability of an ontology.

Criteria based approaches measure that how far an ontology or taxonomy follows
a certain needed criteria. There are two types for the criteria based approaches:
structure based and complex and expert based. In structure based approach an on-

tology is evaluated on base of its breadth, depth, and richness. Complex and expert
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based approach uses complex ontology evaluation measures to assess an ontology
from different aspects. As an example of structure based approach, Fernandez et
al. [89] study the effect of several structural ontology measures on the ontology
quality. An example of complex and expert approach, Alani and Brewster include
several measures of ontology evaluation in the prototype system AKTiveRank,
like class match measure, density and betweeness which are described in details
in [90]. These approaches focus on evaluating clarity of an ontology. The clarity
could be measured on basis of simple structure. Criteria based approaches are also
helpful in detection of presence of contradictions in ontology to be evaluated, by

evaluating axioms in the ontology.

5.3 Ontology Evaluation Tools

Since the complex and expert based approach suggests the usage of evaluation
tools for evaluation of an ontology therefore we will discuss ontology evaluation
tools which will be used for evaluation of COReS. These tools mainly focus on
checking the syntax of languages to describe an ontology, such as RDFS [91],
OWL [92] etc. But they also check for ontology evaluation criteria discussed in
Section 5.1.

OWL 2 Validator [93] is a tool by University of Manchester used for evaluation of
OWL ontologies. This tool can accept ontologies written in different formats such
as RDF/XML (RDF 1.1 XML Syntax, 2014), OWL/XML [94], OWL Functional
Syntax [95], Manchester OWL Syntax [96], etc. Reports from this tool can be
generated in different formats such as Manchester OWL Syntax [96], DL Syntax
and Functional Syntax [92]. OWL Validator uses OWL API version 3.4.5.

Hermit reasoner [14] supports OWL 2 all features. It supports object and data
property classification. It also supports DL SWRL [97] rules which are ahead of
current standards of OWL. It checks ontologies for inconsistency errors. Hermit
is much better than Fact++ [15], and Pellet [98] as it implements hyper tableau

calculus rather than tableau calculus.
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ODEVAL is an ontology evaluation tool which has been developed to evaluate
ontologies for errors reported by Gomez et al [12]. This tool reads ontologies
defined using RDFS [91] or DAML/OIL [99]. Ontology is required to be published
publicly if ODEVAL is used for its evaluation.

5.4 User Study Based Evaluation

Another task for evaluation of the ontology is by performing a user study based
evaluation of COReS. In this activity, domain experts from the domain of docu-
ment similarity were selected. They were provided with a questionnaire containing
questions about different taxonomical errors as discussed by Gomez et al. [12] and
Fahad et al. [16]. The errors reported by these experts are discussed and re-
solved from the ontology required to be evaluated. This questionnaire is available
in Annexure 1. Questions in the questionnaire are related to ontology evalua-
tion errors such as Circulatory, Partition, Incomplete concept classification, and
Grammatical Redundancy errors as discussed by Gémez-Pérez et al [16]. Circu-
latory errors occur in an ontology when a class is defined as a generalization or
specialization of itself. Partition errors are related to scenarios for disjoint classes
in an ontology. There are two types of partition errors: common classes in disjoint
composition and partitions and common instances in disjoint composition and par-
titions. In case of incomplete concept classification errors concepts are classified
without accounting for all of them. It means that concepts in existing domain are
overlooked. Grammatical redundancy errors are about redundant knowledge in
ontology. Types of the redundancy errors are redundancy of subclass of relation-
ship, redundancy of “InstanceOf” relationship, identification of formal definition

of classes and instances.
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5.5 Evaluation of COReS

5.5.1 Evaluation metrics and methods used for COReS

The evaluation metrics discussed in Section 5.1 have been considered for evaluation
of COReS. Table 5.1 represents the evaluation metrics and evaluation methods
discussed in Section 5.1 and 5.2 considered for evaluation of COReS. The grey
cells represent the unavailability of a metric or approach for the evaluation purpose.
For example for computational efficiency no evaluation tools are available at the
moment. While observing ontology evaluation approaches in Section 5.2 we have

reached to following conclusions.

COReS cannot be evaluated using any gold standard approach since there is no ex-
isting ontology to model the domain of research paper similarity measures. Corpus-
based evaluation approaches are also not useful for the evaluation of COReS, due
to lack of a text corpus providing information about content based similarity meth-
ods, which are conceptually modelled in COReS. Task based approaches can be
used for evaluation of COReS, but already published approaches does not repre-
sent the task for which COReS is designed. i.e. computing comprehensive research
paper similarity measure. For the evaluation of this metric we will use our pub-
lished approach as discussed in Chapter 7 of this thesis. Since for accuracy and
completeness we cannot used gold standard and corpus based approaches, there-
fore, we need to find other methods for evaluation of COReS for these metrics.
For this purpose we have used user study based evaluation methods. Clarity and

consistency are evaluated using automated evaluation based tools for COReS.
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TABLE 5.1: Evaluation metrics and methods considered for COReS evaluation

Gold Corpus Criteria
Evaluation Task based
standard based based
Metric approaches
approaches | approaches approaches
Cannot be Cannot be
applied due applied due
to to
unavailability | unavailability
Accuracy of existing of text corpus
ontology from from the
the domain of | domain of
document document
similarity similarity
Cannot be Cannot be
applied due applied due
to to
unavailability | unavailability
Completeness of existing of text corpus
ontology from from the
the domain of | domain of
document document
similarity similarity
Cannot be Cannot be
applied due applied due
to to
unavailability | unavailability
Conciseness of existing of text corpus
ontology from from the
the domain of domain of
document document
similarity similarity
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Task based
approach is
useful for
COReS for
finding com-
Adaptability prehensive
research
paper
similarity as
discussed in
chapter 7
We can use
automated
tools and
user study
based
Clarity evaluation
under
complex and
expert based
approach to
find clarity
Since no such tools are available at the moment
Computational
which can use COReS therefore we cannot
Efficiency
evaluate COReS for this metric
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We can use
automated
tools and
user study

based
evaluation

Consistency under

complex and

expert based
approach to
find

consistency

5.5.2 Evaluation of COReS Using Ontology Evaluation Tools

Ontology evaluation tools which have been used for evaluation of COReS are
discussed in this section. OWL Validator is one of these tools, which is used for
evaluation of COReS. OWL Validator performed property analysis for conceptual
model of the COReS. Hermit Reasoner was used for evaluation of COReS to find
errors which it can identify [14]. By using Hermit, no such errors were found in
the COReS, which Hermit can identify. We have also used Fact++ reasoner which
was unable to find any errors in COReS. Table 5.2 shows the results of different

ontology evaluation tools used for evaluation of COReS.

By observing the results from Table 5.2, it is concluded that syntactical and se-
mantic structure of COReS satisfies consistency, and clarity metrics. Figure 5.1
represents the usage of Hermit reasoner on COReS in Protégé 4.3 environment.
As shown in the figure, while the reasoner was running but it have not found
and displayed any error from COReS. Figure 5.2 also represents another reasoner
Fact++ again in Protégé environment. We have evaluated the COReS by using

these reasoners but have not found any errors. These reasoners have checked the
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TABLE 5.2: Evaluation of COReS using Ontology evaluation tools
Results
Errors which E?/gfi;(ziggn /Findings
Tool Name | this Tool can . while
) . Metrics .
identify considered evaluating
COReS
Object and
Data Properties
Hermit Classifications, Consistency, No errors
Reasoner Basic Clarity detected
circulatory
errors
Basic
Fact++4 circulatory Consistency, No errors
Reasoner | Srrors, Clarity detected
mconsistency
errors
OWL Checking for Cannot parse
Validator OWL 2 syntax ) the ontology
Checking for
ODEVAL Crammatical - not readable by
Redundancy ODEVAL
errors

COReS for consistency and clarity metrics. We have checked the proper function-
ing of these reasoners by inducing errors in COReS and these reasoners were found

working properly.

5.5.3 User Study Based Evaluation of COReS

For user study based evaluation of COReS, a questionnaire was designed for ex-
perts from the domains of scientific document similarity measures, information
retrieval, and digital libraries. This questionnaire is available in the Appendix
A of the Appendix section. The questionnaire was given to five evaluators from
the domain of research paper similarity measures and related domains, along with
document of proposed ontology COReS (link available in Appendix B of Appendix

section). The profiles of these evaluators are provided below:
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“® COReS (hitp://purl.org/net/COReS) : [DACBSOntoDocRel Material\COReS.owl]
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FIGURE 5.1: Hermit reasoner running on COReS without generating any errors

1. Evaluator 1: Associate professor from the domain of Digital Libraries
2. Evaluator 2: Assistant professor from the domain of Information Retrieval

3. Evaluator 3: PhD research scholar from the domain of Section wise content

based similarity

4. Evaluator 4: PhD research scholar from the domain of InText citation based

similarity

5. Evaluator 5: PhD research scholar from the domain of Ontology Engineering

and Citation Reasons
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FIGURE 5.2: Fact++ reasoner running on COReS without generating any errors

Table 5.3 provides a mapping of ontology evaluation criteria discussed in section
5.1 with questions from the questionnaire. This table will help in understanding
that how many metrics from ontology evaluation criteria were covered in the user

study based evaluation of COReS.

Questions in this questionnaire were based on error categories devised for evalua-
tion of ontologies. The questionnaire was prepared with objectivity by adopting
the error categories identified and defined by Gémez-Pérez et al. [12] and Fahad
et al. [16].



FEvaluation of COReS 140

TABLE 5.3: Mapping of ontology evaluation metrics with questions from user
study based questionnaire

. . Mapped questions from user
Evaluation Metric Stlll)(Il)y bz?sed Questionnaire
Accuracy Q.7, Q.8
Completeness QL QQQ%S: Sfi,Q(;i ZQ'6’ Q9,
Conciseness
Adaptability
Clarity Q.7, Q.8
Computational
Efficiency
Consistency

Results of user study based evaluation of COReS are presented in figures 5.3 and
5.4. These plots represent the statistics of answers for objective questions from the

questionnaire. Following are statements of objective questions from questionnaire:

1. Q1: Do you think that some content based similarity measure category(s)

is/are missing in this ontology?

2. Q3: Is there any disjoint relationship between concepts in this ontology
missing?

3. Q5: Is a class in this ontology exhaustively decomposed into its subclasses
or not?

4. QT7: Is there enough description of each concept of this ontology provided?

5. Q9: Are functional properties properly defined between concepts of ontol-

ogy?

6. Q11: Are there any inverse functional properties missing between concepts

of this ontology?

In Figure 5.3 statistics about answers from evaluators are summarized for above
discussed questions, with each of the questions their desirable outcome is men-
tioned. From Figure 5.3, it is clear that COReS satisfies the completeness metric

by this evaluation with an average of 74%.
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F1cURE 5.3: Plot of User Study based evaluation of COReS for completeness

User Study based Evaluation
(Accuracy/Clarity)

mO7[Yes]

Mumberof Evaluators
w

0]

Yes Mo
Question with Desirable Outcome

FIGURE 5.4: Plot of User Study based evaluation of COReS for accuracy and
clarity

In Figure 5.4 statistics about answers from evaluators are summarized for question
Q7 with its desirable outcome is mentioned. From the Figure 5.4 it is clear that
COReS satisfies the accuracy and clarity metrics by this evaluation with an average

of 100%.
Table 5.4 presents evaluators’ findings after user study based evaluation of COReS.

In the case of “Incomplete Concept Classification” errors according to experts’
evaluation they have recommended the addition of subclasses in the class hierarchy

of content-based similarity measures. In the response to their evaluation, it can be
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TABLE 5.4: Findings after user study based evaluation of COReS

. Involved
Category of Associated evaluation
Missing Concept/Su- . Experts’
Error to be metrics .
Concept per Recommendation
evaluated Class from
Section 5.1
I 1 The missi
neomplete Structure Based | Content Based | Completeness © IIssing @ncept
Concept Similarit Similarit Accurac should be available in
Classification Y Y Y the Ontology
The Ontology should
be published publicly
and from feedback
from the public can
Partition Errors: be used in future to
Exhaustive Completeness | define the concepts of
Knowledge Accuracy ontology by resolving
Omission “Exhaustive
Knowledge
Decomposition”
problem from this
ontology.
According to experts,
Sufficient Completeness there are no such
Knowledge - - P concepts in COReS,
. Accuracy .
Omission which are not
described properly.

observed in Figure 5.5, that there is a concept “Section Wise” in the gray colored

box, which is a subclass of “Content Based Similarity” concept in COReS. This

concept is defined for modeling of structure-based similarity measures which focus

on sections of research papers for finding similarity between them.

Relatedness

rdfs:SubClassOf

—

rdfs: SubClassOf
55

" owl:DisjointWith
rdfs:SubClassOf T

_h“_-_*‘ Dissimilarity

Content_Based_Similarity‘

/ [ e

le x"»u
e \ rdfs:SubClassOf
rdfs:SubClassOfdfs:SubClassOf

e Y b
-’f é
[\/e.:tor Space Basec* [ Praobabilistic ]

radfs:SubClassOf

Citation Based

FIGURE 5.5: “Section Wise” similarity concept addition in the COReS

In the case of “Exhaustive Knowledge Omission” error category, experts are of
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opinion to publish COReS publicly, so that the public may provide their feed-
back regarding this error category in this Ontology. This definition of COReS is
available under a file name “COReS.owl”, which is uploaded on GitHub on the

following link.

https://github.com/QamarPC103006/COReS

The errors reported by the public feedback will be rectified in future version of
COReS. All the other changes suggested by domain experts during this user study

based evaluation were incorporated in the COReS.

5.6 Conclusions

After evaluation of proposed ontology (COReS), we have reached to a number of
conclusions. COReS was evaluated for ontology evaluation metrics as reported in
literature. We have used two ontology evaluation tools (Hermit and Fact++ rea-
soners) and user study based evaluation method to evaluate this ontology. COReS
was found to be consistent ontology which is defined with clarity. We have also
evaluated COReS for accuracy, completeness, and clarity during user study based
evaluation. The missing concepts in COReS, which were pointed out by domain
experts, were added in the ontology. COReS is provided on Internet for pub-
lic feedback to improve its completeness. Adaptability for COReS was evaluated
by testing it for applications for computation of comprehensive research paper
similarity measure. Chapter 6 and Chapter 7 will be evaluating COReS for this

metric.
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Chapter 6

Comprehensive Research Paper

Similarity Measure-Application of

COReS

This chapter is about applications of COReS and how COReS can be used to
perform different tasks? We will initially discuss different possible application
scenarios in which COReS can be used. Our main focus will be on application,
using knowledge from COReS, to compute research paper similarity comprehen-
sively by combining different content based similarity measuring techniques. This
application of COReS is portrayed with an abstract level algorithm, which is fur-
ther discussed in concrete form by four use cases. These use cases will represent a
specific scenario, in which concepts and their instances from COReS will be used
to compute the comprehensive research paper similarity measure as a weighted

sum of different content based similarity measures.

6.1 Different Possible Applications of COReS

COReS can be used in different applications to perform different tasks and a

number of possible potential applications of COReS can be:

144
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1. Recommender systems [10] which are helpful in recommending different re-
search papers similar to a research paper provided as a query paper by a re-
searcher. The knowledge about relationships between similarity techniques
and weighting schemes of research papers can help in building a recommender
system to select research papers in intelligent way by considering profile of

researcher.

2. Plagiarism testing systems [100], which may find that whether two research
papers are same, and up to how much extent, by using different similarity
measuring techniques, not just relying on string based similarity measures.
COReS the proposed ontology can provide information about weights of sim-
ilarity measures, which can be very useful in selection of similarity measuring

techniques for plagiarism testing.

3. Identification of similar patents for products [101], so that it can find that

which product have copied how many features from any other product.

4. Research paper clustering applications [37], COReS can be used to associate
a research paper with a specific cluster/group on the basis of a document
similarity measuring category, discussed in that document, and for defining
new clusters of research papers. Such clusters of research papers can be
useful for researchers, who will be trying to invent new document similarity

measuring technique.

5. Development of a framework to compute research paper similarity measures
in a comprehensive manner using knowledge from COReS. Semantic rela-
tionships between different content based similarity measuring techniques
(modeled in COReS) can be used by combining these techniques. This sce-
narios is discussed in detail with an abstract level algorithm as well as in the

form of four use cases in coming sections of this chapter.
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6.2 Algorithm for Computation of Comprehen-

sive Similarity Measure

Figure 6.1 represents the abstract view of algorithm for computation of compre-
hensive similarity measure. A database/repository containing information about
70 plus similarity measuring techniques is used by COReS ontology by model-
ing (disjoint and overlapping) relationships between these similarity measuring
techniques. Pairwise similarity measures among research papers from another
data set is computed and stored in the knowledge base of COReS. The similarity
measures for overlapping similarity measuring techniques can be calculated using
average values or other summation formulas. These measures are represented as
O_Sumy, O_Sums, O_Sums, ....... ,O_Sumy. These measures are further titled as
S1, 59,53, ceunn.. , Sy in next module for comprehensive similarity measure compu-
tation. The similarity measures for disjoint similarity measuring techniques are
computed as weighted sum of the overlapping similarity measures using weights
Wi, Wo, Wy, ... , Wi (summing up to value 1). A weight tuning system will tune
these weights to compute the comprehensive similarity measure with a better ac-
curacy. The weight tuning system can tune the weights using knowledge from
people working in domain of research paper similarity measures using techniques

like crowd-sourcing. We have developed four use cases, discussed in the coming sec-

N
N~
C rehensive Similarity Algorith
omprehensive Similarity Algorithm 70 Plus
Weights Tuning System Similarity
Techniques
Knowledge : r
$ Disjoint Acquisiticgm ;01 Reseﬁmm
calati i apers from
Comprehensive Similarity = relationships lirt)eramre
WS §5 WSy &5 WixS; &8 ... WyxSy [ based COReS the
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Ontology o
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o ef lappl_ng Pairwise .
relationships P Research
Similarity
based ® Papers
Measures R itori
O_Suml|O_Sum; |O_Sums [....ccooenvennnnn. O_Sumy ! measures / Knowledge Base of COReS \z epositories
N~—

FIGURE 6.1: Algorithm for comprehensive similarity computation, an abstract
view

tions, to compute comprehensive similarity measure as a specific case study from

this abstract representation of comprehensive similarity measuring algorithm.
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6.3 Use Cases for COReS

An approach adopted by Shekarpour et al. [102] was source of inspiration to design
four use cases for COReS to demonstrate its application for computing research
paper similarity measure in a comprehensive way. The authors have demonstrated
the application of their proposed ontology CEVO by use cases for the achievement
of text annotation task. Therefore by adopting this idea we have demonstrated the
application of COReS to compute research paper similarity measure in a compre-
hensive way by designing uses cases, which utilize the layer based abstract model
of COReS presented in Figure 4.1. One of these layers represents “Content-Based
Similarity Measuring Techniques” and other is “Pair-wise Research Paper Simi-
larity Measures”. There is a property named “Generates” shown in Figure 4.1
whose domain is all classes from the layer “Content-Based Similarity Measuring
Techniques” and the range is all classes from the layer “Pair-wise Research Paper
Similarity Measures”. Each use case is based on conceptual modelling of these two
layers and their knowledge bases. These models are discussed in detail for each

use case in succeeding sections.

6.3.1 Use Case-1: Vector Space Based Similarity Measures

Computation

This use case describes the computation of document similarity measures using
Vector Space-based similarity measuring techniques. Figure 6.2 shows this use
case, it contains two layers: one represents a conceptual model of Vector Space-
based Similarity Measuring techniques while the other one shows the conceptual
model of Pairwise Vector Space-based Similarity Measures. These conceptual mod-
els show different classes/concepts. Classes from a conceptual model of Vector
Space-based similarity measuring techniques, represent different similarity mea-
suring techniques, using Vector Space model of research papers. Table 6.1 rep-
resents typical pair-wise Vector Space-based similarity measures which are also

shown in Figure 6.2.
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As these measures are generated by Vector Space-based Similarity Measuring Algo-
rithms and according to COReS, these techniques have an overlapping relationship
with each other. The computations for Vector Space-based similarity measures are

represented by the Equation (6.1).

TvseBm PVSMM

PSimVSBM = Z (61)
i=1

TVSBM

In (6.1) PSimyspar represents Comprehensive Vector Space Based Pair-Wise Sim-
ilarity Measure while PV .SM;, represents the label of a Pair-wise Vector Space-
based Similarity Measure computed using a specific technique. Ty ggys represents
the total number of Vector Space-based Similarity Measuring techniques used
for the computation. It is assumed that each of these similarity measures has
even weight while contributing in process of computation. We may calculate the
PSimygpy for typical values from Table 6.1 by following expression using (6.1).
The result value represents an average of all these Vector Space-based similarity
measures.
0.56 4+ 0.63 4 0.37 4 0.42

TABLE 6.1: A table representing Vector Space-based document similarity tech-
niques with gap areas

S?ri?f;r;f;f Si;l;lz:zty Value Description
PVSM,, PS M Cogine 0.56 Cosﬁeilsfia’my
PVSM,, PSimaccard 0.63 Jacca&if;ﬂgamy
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6.3.2 Use Case-2: Probabilistic Similarity Measures Com-

putation

This use case deliberates the computation of Probabilistic Similarity measures
which use different Probabilistic similarity measuring techniques for computation
of similarity measures among research papers. In Figure 6.3 pair-wise Probabilis-
tic Similarity measures are shown beside the conceptualization of Probabilistic
similarity measuring techniques through which these measures were generated as

shown in Table 6.2.

TABLE 6.2: Pairwise Probabilistic Similarity Measures

SIiJr?ali)leal r;cfy Similarity Name Value Description
Average KL
Ppy PSimaygkrp 0.38 Divergence Similarity
Measure
Information Radius
PP2 PSimIRadius 0.33 based Slmllal'lty
Measure
Manhattan Normal
Pps PSimyianhattanNormal 0.42 Form Similarity
Measure

According to the conceptual model of COReS, there are overlapping relationships
between the subclasses of Probabilistic similarity measuring techniques. Therefore
the pair-wise probabilistic similarity measures can be used to compute similarity
in a comprehensive way by taking an average of these measures. This computation
is formulated in the Equation (6.3)

Tprobabilistic P
P

PSimProbabilistic - Z - (63)
=1

TProbabilistic

Equation (6.3), PSimpyepapitistic represents the Comprehensive Probabilistic pair-
wise Similarity Measure Pp, represents the label of a Pair-wise Probabilistic Simi-
larity Measure computed using a specific technique and T’p,opapitistic Tepresents the
total number of Probabilistic Similarity Measuring techniques used for the com-

putation. It is assumed that each of these similarity measures has even weight in



151

‘SO WOIJ SOILIRIMIG J13SI[IqeqolI ] Jo [opout Tenjdeouod & jo adesn Surjuesardol g-ose)) 9s() :£'9 HUNDI]

LS

Application of COReS

0

|

| g

m 0BV MUIE[UNG L0 ] Ueeue ] O 0B Auemung uunﬂmquED 31 ummuuaq«o
“ T \ i

1

sanbmmjoa [, Smmseafy LAuepung uﬁmﬂﬂ_mpo."nm Joy saouelsu] [

0S[y AJUERU]S SNIPEY TOWETLIOFU] 0

Il

A m___

I ___—
7

! +.ﬁmm.520IJMImmm.Bb¢~v

. i

stupey woyeuLIoyuy

b,Omm_m_u._uﬁw%._

TILI0 p T URETUE A
asuaBraang T3

1
JOISSE|2ONS Ypd

JOISSE|2NS 4P
JOSSEIONG P

T~ -

_ pased onsmoenoid _

'

JOsseagnSg pd

v

anbmnyoa I AURMUIS” pased wRiuo)

——————s8lelaUBY

g { £eo=(pesed anwisd Q)
| I 1
| ! I
| samseapy Aueuny onsMQeqoid sswaTed jo soouelsu] | =l
| { i
f '
1 ]

p————— SEIRIEUSE) ——— Py

- -
| _ I = =
m Th O=(NUEnEUR ) UNS J O 8€ 0=(a1g T3 DAVIURSd O

L e

*zlﬁ.._mlm ouaBranig ] Mlm_.cm*

JOSSEI2gNS Ypd
JOSSE2qNS P

JOSSE2gNS Ypd

N

amsea ungy pased onsMOeqold aswrmed _

W URg T W0 pN U0jeTue E_

JOSSEDONS P

amses] URAY paseq Juu0D asmamed _

saMsea ] AUEIUNS INSTOR0Id 25WATed =

=l

sanbnnyoa 1, Buumse sy AUeung onsmgeqoid




Application of COReS 152

process of computation. We may calculate the PSim p,opapitistic for typical similar-

ity measures in Table 6.2 by following expression using Equation (6.3).

0.38 +-0.33 +0.42
PSim prosasitistic =~ - 08 37 (6.4)

6.3.3 Use Case-3: Citation-Based Similarity Measures Com-

putation

In this use case, Citation based similarity measures are used to compute the pair-
wise similarity measures between the research papers. Figure 6.4 represents a class
hierarchy modeling pair-wise citation based similarity measures and the similar-
ity techniques computing these measures. Table 6.3 describes typical pair-wise

Citation based similarity measures computed for a pair of research papers.

TABLE 6.3: Pairwise Citation based Similarity Measures

I.Jal.)el f)f Similarity Name Value Description
Similarity
Bibliographic
Pci PSimgibliographicCoupling 0.42 Coupling based
Similarity Measure
. Direct Citation based
P PSimpirectitation 0.37 Similarity Measure
Cocitation Count
Pcs PSimcocitationCount 0.53 based Similarity
Measure

There are overlapping relationships between the subclasses of citation based sim-
ilarity measuring techniques. Therefore pair-wise citation based similarity mea-
sures can be used to compute similarity by taking an average of these measures

as represented in Equation (6.5).

TCitation P

. C;

PSZmC’itation = § T— (65)
i1 Clitation

Equation (6.5), PSimcitation represents Comprehensive Citation based Pairwise

Similarity Measure while P, represents the label of a Pair-wise Citation based
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similarity measure computed using a specific technique. Tejation TEPresents a total
number of Citation based similarity measuring techniques used for this computa-
tion. We have calculated the PSimeciarion for typical similarity measures from

Table 6.3, by the following expression, using (6.5).

0.42+0.37+0.53
PSimcmtion: * 3 i =0.44 (66)

6.3.4 Use Case-4: Comprehensive Similarity Measures Com-

putation

This use case describes the computation of research paper similarity measures for
those categories/classes which have a disjoint relationship between each other as
conceptually modelled in the COReS. The classes are shown in Figure 6.2, which
are immediate subclasses of a superclass “Content_Based_Similarity”, these are
labeled as: “Vector Space Based”, “Probabilistic”, “Citation-Based”, and “Lexi-

cal”.

Typical comprehensive research paper similarity measures for these classes have
been computed for a pair of research papers in use cases 1, 2, and 3 respec-
tively. These measures are represented by labels: PSimysgy, PStmprobabitistics
and PSimcitation. The typical values computed for these measures are 0.49, 0.37,
and 0.44. Following equation represents a comprehensive research paper similar-
ity measure PStmMcomprenensive; computed using the above-described measures in

equation (6.7).

PSimcomprenensive = o« X PSTMygpyr + B X PSIMpyopapitistic + 7 X PSTMcitation

(6.7)
where «, 8 and v are weights, which will be assigned values manually accord-
ing to significance of different research paper similarity measures in literature.
Equation (6.7) represents a normalization function which will confirm that the
similarity measure comprehensively computed will have a value in the range of

0 to 1. According to Beel et al. [10] Vector Space-based similarity techniques
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are most commonly used techniques to find content based similarity measures
in the research papers as compared to other content-based similarity measuring
techniques, therefore, a value of 0.3 is assigned to a weight which is used with
PSimygpy. Citation-based similarity measuring techniques are also considered
more reliable for finding similarity measures between the research papers [6] be-
cause citation between two research papers depicts a cognition link by author(s)
of citing paper. Therefore we will use a value of 0.5 for v weight which will be
used with PSimcitation. Probabilistic similarity measures are less commonly used
in finding relatedness between research papers as compared to Vector Space based
and Citation based techniques; therefore, 5 which is a weight for these measures
is assigned a value of 0.2. By using equation (6.7) we have calculated the typical
value for a pair of research papers which were used in use cases 1, 2, and 3 in

previous sections by the following expression.

PSimcomprenensive = 0.5 X 0.49 + 0.2 X 0.37 4 0.3 x 0.44 = 0.45 (6.8)

Therefore, from these use cases, it is concluded that COReS can be useful for com-
puting comprehensive research paper similarity measure. This computation uses
relationships between different content based research paper similarity techniques

(modeled by COReS) in a comprehensive way.

6.4 Conclusions

We conclude this chapter after presenting use cases for an application of COReS.
Knowledge of disjoint and overlapping relationships between different content
based similarity measuring techniques and similarity measures from COReS was
useful in computing the comprehensive research paper similarity measure. Differ-
ent weights associated with vector space based, probabilistic, and citation based

similarity measures as discussed Equation( 6.7) have impact on computation of
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comprehensive similarity measure. It is further concluded that COReS is suc-
cessfully evaluated for adaptability metric (discussed in Section 5.1) for use of

comprehensive research paper similarity measure computation.



Chapter 7

Analysis of Comprehensive
Research Paper Similarity

Measure

In this chapter an experiment is presented, which was used to compute comprehen-
sive research paper similarity measure among research papers from a gold standard
data set. This similarity measure computation used the knowledge about relation-
ships between content based similarity measuring techniques (modeled in COReS).
We have devised a case study for these techniques that lays foundation for the pre-
sented experiment. We have also discussed the experimental setup and data set
used in this experiment. A java based application was developed to perform the
computation of different research paper similarity measures including comprehen-
sive similarity measure as their weighted sum. The results of experiment were
discussed by comparing performance of different similarity measures with user
study based similarity measure (considered as a benchmark). Performance anal-
ysis of results was done by using Fractional Regression Coefficient (Percentage
Difference) coefficient [18], from which it was concluded that comprehensive simi-
larity measure was performing better than other similarity measures in experiment

and their combinations.

157
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7.1 Case Study for Experiment

An approach adopted by Shekarpour et al. [102] helped us to devise a case study
for COReS, as the authors have verified the application of their ontology CEVO
with the help of case studies for text annotation. An experiment using this case
study as a foundation is furhter presented in the coming sections. The two layer
model of COReS shown in Figure 4.1 is used to describe the layers of COReS
adopted in this case study.

Figure 7.1 signifies a portion of COReS with the knowledge base containing in-
formation about instances of the described concepts. The concepts to represent
the similarity measuring techniques and the measures used to calculate the pair-
wise similarity between two research papers are shown in the Figure 7.1. The
concept “Vector Space-Based” comprises subclasses: “Cosine”, “Jaccard”, and
“Distance Based”. There is an overlapping relationship between these three sub-
classes. The concept “Distance-Based” has a subclass “Euclidean_Distance”. The
concept “Content_Based _Similarity_Technique” contains two sub classes “Vector
Space Based” and “Citation Based” classes. These classes obligate a disjoint re-

lationship with each other.

In the layer representing “Pairwise Content based Similarity Measures”, the differ-
ent content based similarity measures between a pair of research papers are repre-
sented. These measures were produced from the content based similarity measur-
ing techniques, which are characterized in the layer named as “Content based Simi-
larity Measuring Techniques”. A concept “Pairwise_Content_Based_Similarity_Measure”
from the “Pairwise Content based Similarity Measures” layer represents a super
class. There are sub classes named as “PW_Vector_Space_Based_Sim_Measure”
and “PW _Citation_Based” for this super class. There is a disjoint relationship
between these sub classes. The concept “PW_Vector_Space_Based_Sim_Measure”
further contains sub classes “PW_Cosine_Sim_M”, “PW_Jaccard _Sim_M”, and
“PW _Euclidean_ DSM”. There is an overlapping relationship between these sub

classes.
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The knowledge base for the layer “Content Based Similarity Measuring Tech-
niques” denotes different similarity measuring algorithms as its instances. The
knowledge base for layer “Pair Wise Content based Similarity Measures” charac-
terizes numeric values for these measures as its instances. These values are used

for calculation of comprehensive similarity measures.

Different similarity measures like Cosine, Jaccard, Euclidean, and InText Cita-
tion based similarity measures between abstracts of two selected research papers
were calculated in this case study. The abstracts of these research papers were
harnessed to find Vector Space based similarity measures between them. For this
purpose, keywords from these abstract were mined and document vectors were con-
structed from these keywords. TF/IDF measures for these document vectors were

calculated and used for computation of Vector Space based similarity measures.

Using this case study as a starting point, we have performed an experiment on
a data set of research papers to compute InText citation based and vector space
based similarity measures, their different binary combinations, and comprehensive

similarity measure.

7.2 Experimental Setup

For this experiment we have used a core-i5 machine. The speed of its micropro-
cessor is 2.40 GHz and it has four cores with 64 bit bus. This machine has 4GB
RAM installed. The platform used for the experiment is Microsoft Windows 10
Education edition with 64 bit version. The experiment uses a Java Virtual Ma-
chine (JVM) for this platform. The data set being used in experiment is hosted
on Microsoft SQL Server DBMS 2016. Java language was used to develop soft-
ware for experiment with a library Lucene 4.10.0 (for implementation of different
similarity methods). COReS was developed using Protégé 4.3 and was stored as

an .owl file which was uploaded on GitHub.
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7.3 Data Set Description

We have used a gold standard data set [103] for this experiment. The reasons for
using this data set are: it contains InText citation based similarity measure and
a user study based similarity measures for pairs of research papers. The data set
also covers ranking scores of research papers based on these similarity measures.
This data set comprises of 72 query papers and for each query paper, there are
reference papers, which are cited by query paper (about 3 to 8). The complete
set of query and reference papers were circulated among 124 human raters for
user study based ranking. These raters have assigned ranks to reference papers
according to their valuation of similarity of reference papers with the query paper.
The similarity measures between research papers were assessed by raters on the
basis of three categories: High, Medium, and Weak similarity relationships. The
ranking is done on the basis of inter-rater agreements. For research papers from
the experimental data set, InText citation based similarity and the ranking scores
have been calculated in a previous research study [103, 104]. This data set covers
368 pair-wise combinations of research papers for calculating similarity measures

among these pairs.

7.4 Application Built for Experiment

A JAVA application using Lucene 4.10.2 for calculation of similarity measures
was built for this experiment. The algorithm used by this application to com-
pute comprehensive research paper similarity measure is provided in Appendix B
of the Appendix section. For the research papers of this data set, we have fur-
ther calculated different types of similarity measures between query and reference
papers. The types of these similarity measures are Cosine, Jaccard, Euclidean dis-
tance based similarity. Different binary combinations of similarity measures were

calculated from this data set, listed below:

1. InText Citation based similarity and Cosine similarity.
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2. InText Citation based similarity and Jaccard similarity.
3. InText Citation based similarity and Euclidean similarity.

4. InText Citation based similarity and average Vector Space Model based sim-

ilarity.
5. Jaccard and Cosine similarity.
6. Jaccard and Euclidean similarity.
7. Cosine and Euclidean similarity.

8. Comprehensive Similarity Measure.

In COReS; Cosine, Jaccard, and Euclidean similarity measures are classified un-
der vector space based similarity class. According to the COReS these similarity
measures have an overlapping relationship with each other. Therefore, to calculate
vector space based similarity measures, we need to take an average of these three
measures (by assigning even weight to each of them). Whereas, InText citation
and vector space model based similarity measures are classified under the dis-
joint relationships in COReS, due to the difference of their similarity computation
techniques and adopted document models. Therefore, to calculate the similarity
measures between the research papers in a comprehensive way using these mea-
sures, we need a number of weights. For this purpose, we have defined two weights
a and [, to be used with InText citation based and vector space based similarity

measures respectively.

7.5 Results and Discussions

7.5.1 Comparison of Different Similarity Measures

The results of comprehensive similarity measures defend our argument of exploit-

ing relationships between different similarity measures (defined in COReS). We
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have selected user study based similarity measure from gold standard data set as
a benchmark to compare the performance of different similarity measures. Because
this measure involves human judgement for finding similar papers so it is a good
cognitive measure to be used as a benchmark. Figure 7.2 represents the values of
different similarity measures between a query paper and six reference papers from
the data set used in this experiment. As shown in the Figure 7.2, the InText cita-
tion based similarity measure is close to user study based similarity measure than
the vector space based similarity measures. Euclidean distance is also higher as
compared to Cosine and Jaccard similarity measures. We have calculated average
vector space based similarity measure by taking an average of Cosine, Jaccard,

and Euclidean similarity measures.

Comparison between different Similarity Measures
1.2
1
§ 0.8 - —&—|n Text Citation Similarity
= —ll— Cosine Similarity
2 06 -
© = Jaccard Similarity
i% 0.4 ——==—Euclidean Distance Sim
User Study Sim Score
0.2 -
—@—Comprehensive Similarity
o] T T T T T T
1 2 3 4 5 6 7
Research Paper IDs in Comparison with Query Paper

FiGURE 7.2: Different similarity measures compared with User Study based
similarity

Figure 7.3 represents a judgment between user study based similarity measures
and combinations of InText citation based similarity with different vector space
based similarity measures. The comprehensive similarity measure is calculated
by combining InText citation based similarity measure with average vector space

based similarity measure by using the equation (7.1).

ComprehensiveSimilarity = « x InTextCitationBasedSimilarity + (7.1)

B x AverageVectorSpaceBasedSimilarity
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where a and 3 are parameters to calculate comprehensive similarity measures. In
COReS Ontology, there is a disjoint relationship between InText citation based
similarity and vector space based similarity. Therefore, for calculation of compre-
hensive similarity, different weights are needed with these similarity measures. For
this purpose parameters a and [ are used. Moreover, Equation (7.2) computes

Average Vector Space based Similarity.

AverageVectorSpaceBasedSimilarity (7.2)
CosineSimilarity + JaccardSimilarity + EuclideanSimilarity
3

From Figure 7.3, it is clear that comprehensive similarity measure is more close
to the user study based similarity measure as compared to InText citation based

similarity and vector space based similarity measures.

Comparison of Comprehensive Similarity with
combinations of InText Citation based Similarities

0.9 +

0.8 4
0.7 ) —&— Comprehensive Similarity

0.6 7 \ ——Combined InText and
0.5 - = Cosine Sim
0.4 + : Combined InText and
0.3 Jaccard Sim
0.2 — Combined InText and
01 - Euclidean Sim

] . . , User Study based Sim

2 3 4 5 6 7

Similarity Value

0
1

Research Paper IDs in Comparison with Query Paper

FiGure 7.3: Comparison of user study based similarity with different combi-
nations involving InText Citation based similarity

Figure 7.3 displays a comparison of user study based similarity measure with a
different combination of vector space based similarity measures along with In-
Text citation based similarity measure. Comprehensive similarity measure is more
close to the user study based similarity measure than the different combinations
of similarity measures calculated in this experiment. The results of comprehensive
similarity measure were calculated by using the values of &« = 0.8 and § = 0.2.

These values were picked because citation based similarity measures are thought
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more reliable as compared to vector space based similarity measures in the current

state-of-the-art [10]. Figure 7.4 represents the comparison of the user study based

Comparison of Comprehensive Similarity with
combinations of Vector Space based similarities
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3

0.6

~—i—Combined Cosine and
Jaccard Sim

0.4 - Combined Cosine and
0.3 Euclid Sim

Similarity Vale
(=]
w

0.2 ) Combined Jaccard and
0.1 &= — Euclid Sim
0

T T T T T T User Study based Sim
1 2 3 4 5 6 7
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FIGURE 7.4: Comparison of user study based similarity with a combination of
vector space based similarity measures

similarity measure with the combinations of vector space based similarity mea-
sures. The comprehensive similarity measure is more close to the user study based
similarity measure than all other combinations of InText citation based and vector
space based similarity measures. Therefore, it was concluded that comprehensive
similarity measures performed better than InText citation based and vector space
based similarity measures and their combinations used in this experiment, when
compared with benchmark of user study based similarity measure. Detailed re-
sults for different similarity measures computed in this experiment for a selected
set of research papers, and their comparisons are available in Appendix C of the

Appendix section.

7.5.2 Performance Analysis Using Percentage Difference

Coefficient

We have used Fractional Regression Coefficient (Percentage Difference) [18] for
performance analysis of comprehensive similarity measure. User study based simi-

larity measure from gold standard data set has been selected as a benchmark. The
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values of Percentage Difference coefficient were computed to compare performance
of InText citation based, vector space based similarity measures, their binary com-
binations, and comprehensive similarity measure with the selected benchmark.
A similarity measure with minimum percentage difference value with user study
based similarity measure shows a high correlation between the two similarity mea-

sures.

Table 7.1 represents the comparison of different similarity measures with user
study based similarity using Percentage Difference coefficient. The value of this
coefficient is minimum in case of comprehensive similarity measure, which shows
that comprehensive similarity measure has better performance than InText cita-

tion based and vector space based similarity measures.

TABLE 7.1: Performance comparison of different similarity measures with user
study based similarity

Percentage
Difference with Difference Value in
User Study based (%)
Similarity
InText Citation 80.780065638499
Similarity
Cosine Similarity 112.125753460461
Jaccard Similarity 117.405265802158
Euclidean Similarity 98.5663200812536
Comprehensive 46.9628522802433
Similarity

Figure 7.5 represents a bar chart based comparison of percentage difference val-
ues for InText citation based, vector space based, and comprehensive similarity

measure when compared to user study based similarity.

Table 7.2 represents the comparison of different binary combinations of InText
citation based and vector space based similarity measures with user study based
similarity measure using Percentage Difference coefficient. The value of this coef-
ficient is minimum in case of comprehensive similarity measure when compared to
different binary combinations, which shows a better performance for comprehen-

sive similarity measure than the different combinations of InText citation based
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FIGURE 7.5: Comparison of percentage difference values for different similarity
measures

and vector space based similarity measures. Figure 7.6 represents a bar chart
based comparison of percentage difference values for combinations of InText cita-
tion based, vector space based similarity measures, and comprehensive similarity

measure with user study based similarity measure.

TABLE 7.2: Performance comparison of combinations of different similarity
measures with user study based similarity

Percentage
Difference with Difference Value in
User Study based (%)
Similarity

InText Citation &
Cosine Similarity
InText Citation &
Jaccard Similarity
InText Citation &

54.9835673992705

51.8750180495239

Euclidean Similarity 54.97238471511
Jaccard & Cosine 114.323542971291
Similarity
Cosine & Fuclidean 105.704049423067
Similarity
Jaccard & Euclidean | ) 11205103067
Similarity
Comprehensive

46.9628522892433

Similarity
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FIGURE 7.6: Comparison of percentage difference values with different combi-
nations of similarity measures

By observing results in Figure 7.5, 7.6, Table 7.1, and 7.2, we conclude that
performance of comprehensive similarity measure is better than InText citation
based, vector space based similarity measures and their combinations. Therefore
knowledge of (overlapping and disjoint) relationships between similarity measuring
techniques from COReS have contributed in computation of comprehensive simi-
larity measure which improved the performance by combining different similarity

measures in a comprehensive way.

7.6 Conclusions

We have performed an experiment to compute comprehensive research paper sim-
ilarity measure using knowledge from COReS. For this experiment we have used
the user study based similarity measure as a benchmark during the performance
comparison of different similarity measures. For performance based comparisons
we have used Fractional Regression Coeflicient (Percentage Difference) coefficient
to compare the different similarity measures and their binary combinations with
user study based similarity measure from the gold standard data set. By ob-
serving the performance of results it was concluded that comprehensive similarity
measure has better performance as compared to other content based similarity

measuring techniques and their combinations. Because comprehensive similarity
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measure uses knowledge (about relationships among similarity measures) from
COReS, therefore COReS was used effectively for the application of computing
research paper similarity measures in a comprehensive way. This experiment also
evaluates COReS for the adaptability metric (discussed in section 5.1 of chapter
5).



Chapter 8

Conclusions and Future Tasks

In this chapter we have concluded the thesis completely by keeping the research
contributions of thesis (Section 1.6 of Chapter 1) in mind. The major conclusions

from the thesis are listed below.

1. Domain modelling is helpful for machines and algorithms to understand and
process knowledge from a specific domain. It was found that domain of

research paper similarity is not yet modelled by research community.

2. Different researchers have perceived different classifications of similarity mea-

sures but no comprehensive classification for these measures were found.

3. Ontology is a way to model a specific domain; we were unable to find such
an ontology which models the domain of research paper similarity measures.
A number of ontologies (modelling digital libraries and semantic publishing

tasks) were found, but those were not much relevant to this domain.

4. Scope of this domain modelling was restricted to content based similarity
measuring techniques due to broad nature of domain. Content based sim-
ilarity measuring technique was found to be most dominant category from

this domain [10].

5. An ontology named COReS was proposed and built to model the domain of
research paper similarity measures. This ontology was evaluated by using

170
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state of the art ontology evaluation techniques (tool based evaluation and
user study based evaluation) and was found consistent and defined with

clarity.

6. An important application of COReS was identified to compute research pa-
per similarity measures in a comprehensive way. This similarity measure
was computed by using different similarity measuring techniques comprehen-
sively using the knowledge about relationships between similarity measuring

techniques (disjoint and overlapping)from COReS.

7. Tt was found that knowledge from COReS was helpful in computing compre-
hensive research paper similarity measure. The performance of comprehen-
sive similarity measure was found to be better than InText citation based
and vector space based similarity measuring techniques. It was evident from
the results of Fractional Regression Coefficient (Percentage Difference) from

an experiment presented in the Chapter 7.

We are looking forward to accomplish following future tasks related to the research

conducted in this thesis.

1. The equation (6.7) have used weights/parameters «, (3, and v which were
assigned values manually. A future direction of this research work could be
devising an algorithm for updating values for these weights, getting knowl-

edge from researchers community using crowd sourcing.

2. The conceptual model of COReS can be enriched so that it can provide more
knowledge about different research paper similarity measuring techniques to
improve the accuracy of the comprehensive similarity measure computation
process. A future research activity will be focusing on exploring relationships
between similarity measuring techniques and weighting schemes of research

papers.

3. A possibility of importing ontologies related to Digital Libraries and se-

mantic publishing in COReS will be explored for computing comprehensive
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research paper similarity measures for annotated documents and research

paper repositories.
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Appendix A

Questionnaire for User-based

evaluation of COReS

Following Table represents a questionnaire which was given to different experts
from the domain of document similarity. This questionnaire contains questions re-
lated to three major Ontology error categories identified by Gémez et al. [12]. Each
question contains an example scenario, designed to help an expert in understanding
the question statement. Some questions need a descriptive and subjective answer,
whereas others can be answered just as Yes/No. There are also some questions
about errors related to functional and inverse functional properties as reported
by Fahad et al. [16]. After getting feedback from experts on these questionnaires,

statistical measures regarding results for evaluation of COReS were computed.

A sample questionnaire for user study based evaluation of COReS

Question Type of | Answer

Question

185
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Incomplete Concept Classification

1. Do you think that some content based simi-
larity measure category(s) is/are missing in this
ontology?

Example Scenario:

In following diagram a class “Location” is cat-
egorized as sub-classes “Cultural Location” and
“Mountain Location”, but other categories of Lo-
cation (such as “Beach Location” and “Skiing Lo-

cation”) are missing in this hierarchy.

SubclassOf Cultural Location
SubclassOf Mountain Location

Binary
Yes/No

Incomplete Concept Classification
2. If the answer to Question 1 is YES then please

list such missing categories!

Subjective

Partition Error: Disjoint Knowledge Omis-
sionls there any disjoint relationship between con-
cepts in this ontology missing?

Example Scenario:

For example, “Continent” class is subdivided into
subclasses “Africa” and “Asia”’. But disjoint con-

straint between these subclasses is not defined.

SubclassOf Asia

Continent

Binary
Yes/No

Partition Error: Disjoint Knowledge Omis-
sion

4. In answer to Question 3 is YES then please pro-
vide such concept pairs which have missing disjoint

relationships.

Subjective
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Partition Error: Exhaustive Knowledge
Omission

5. Is a class in this ontology exhaustively decom-
posed into its subclasses or not?

Example Scenario:

For example if “American Continent” class is
decomposed into “North America” and “South
America” with the disjoint relationship between
them. This decomposition exhaustively decom-
poses “American Continent”. But this knowledge

is missing from this classification.

SubclassOf—®| North America

American Continent

.

i

DisjointWith

SubclassOf

]

South America

Binary
Yes/No

Partition Error: Exhaustive Knowledge
Omission

6. If the answer to Question 5 is NO then please
point out those concepts for which sub-concepts

(subclasses) have not decomposed exhaustively.

Subjective

Scientific Knowledge Omission Error

7. Is there enough description of each concept of
this ontology provided, by reading which one can
understand that for which purpose concept was de-
fined?

Note: Please refer to Document of ontology pro-

vided with this Questionnaire.

Binary
Yes/No

Scientific Knowledge Omission Error

8. If the answer to Question 7 is NO, then please
list those concepts whose description are missing,
or does not provide enough information about that

concept.

Subjective
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Functional Property Omission for Single-
Valued Attributes

9. Are functional properties properly defined be-
tween concepts of ontology?

Example Scenario:

In below diagram, “HasBloodGroup” property will
have a single value for “Person” class and “Blood
Group” class. Such properties are also called func-

tional properties.

HasBIoodGroup—> Blood Group

Binary
Yes/No

Functional Property Omission for Single-
Valued Attributes

10. If the answer to Question 9 is NO, please list
down those concepts for which functional proper-

ties are not defined /missing.

Subjective

Inverse Functional Property Omission

11. Are there any inverse functional properties
missing between concepts of this ontology?
Example Scenario:

In below diagram there is an Inverse Functional
property “hasSocialSec_No”, according to which
value of “Social_Security_No” uniquely determines

a “Person”.

hasSocial_Sec_N 04.[ Social_Security_No

Binary
Yes/No

Inverse Functional Property Omission
12. If the answer to Question 11 is YES please
identify such missing properties and concept pairs

for them

Subjective
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Algorithm for Computation of
Comprehensive Similarity

Measure

An algorithm for computation of comprehensive similarity measure is discussed in
this section. This algorithm computes pair-wise similarity measure between the
research papers. A Java application was built to implement this algorithm using
Lucene 4.10.2 library in an experiment performed on a Gold Standard dataset as

discussed in Chapter 7. Following are some assumptions used by this algorithm.

Assumptions: Pp, P, ..., P, represents a set of research papers for which compre-
hensive similarity measure is required to be calculated. P; and P; represents a pair
of research papers between which different similarity measures will be computed.

Where ¢ # j and i,5 € {1,2,...,n}

Algorithm 1 Computation of comprehensive similarity measure

1: Inputs:
Set of Research Papers Py, Ps, ..., P,
2: Outputs:
Results of Comprehensive Similarity values for pairs of papers

(PhPQ)7(P17P3)7"'7<P17Pn)

189
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3: ComprehensiveSimilarityComputation (P, P;)

{

CosineSimilarityComputation (P, F;)
> compute Cosine similarity between pair of research papers

(B, )
JaccardSimilarityComputation (P, P;)

> compute Jaccard similarity between pair of research papers

(P, Py)
EuclideanSimilarityComputation (P}, P;)

> compute Euclidean similarity between pair of research

papers (P, ;)
Average_VSM_SimilarityComputation (P, P;)

> compute average vector space based similarity measures

between pair of research papers (P, P;)
InTextCitationBasedSimilarity(7;, P;)

> InText Citation based similarity between pair of research

papers (P, P;) is already Available in Gold Standard dataset
CompreheniveSimilarity = a:x

InTextCitationBasedSimilarity (P}, P;) +8x%

Average_VSM_SimilarityComputation(P;, P;)
> o and (3 are parameters defined on basis of knowledge from

COReS Ontology

Algorithm 2 Driver Application Algorithm

1: Inputs:

2: var i, j;

Driver Application Py, P, ..., P,

31=1;

4: for j = 2 to n do ComprehensiveSimilarityComputation (P;, P;)

> Compute pair-wise comprehensive similarity between Py, Ps, . ..

5. end for

, Py

> ¢ and j are local variables
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Different Similarity Measure
values computed for a set of

research papers from Gold

Standard Dataset

In this section we have represented different similarity measure values which were
computed for a set research papers from the Gold Standard Data set selected for
experiment as discussed in Chapter 7. Following tables will show these measures
computed for a set of research papers which were used to compute similarity
measures and whose ranking scores with Spearman Correlation Coefficients were

discussed in Chapter 7. The value of each measure is between 0 and 1.

TABLE C.1: Comparison of different similarity measures with Comprehensive
Similarity measure

InText Euclidean Average
Papers in Cosine Jaccard Comprehensive
Query Paper Citation Distance Vector Space
Comparison Similarity Similarity Similarity
Similarity Similarity Sim
367054 86 0.8571429 0.05575217 0.0278044 0.18817051 0.09057569 0.703829424
367054 87 0.8571429 0.10697505 0.055885 0.17227435 0.11171147 0.708056579
367054 88 1 0.14386244 0.0771009 0.16429009 0.12841779 0.825683559
367054 2665 0 0.18990754 0.1044344 0.159174 0.151172 0.030234399
367054 2666 0.1428571 0.05405642 0.0277786 0.1634526 0.08176254 0.130638222
367054 2667 0.2857143 0.03800743 0.0189394 0.18583146 0.0809261 0.244756648
367054 2668 0.4285714 0.11006522 0.0571493 0.17653035 0.11458161 0.365773465

191



Appendices

192

TABLE C.2: Combinations of InText Citation based similarity measure with
Vector Space based similarity measures.

Combined Combined Combined Combined
Papers in
Query Paper InText and InText and InText and InText and
Comparison
Cosine Sim Jaccard Sim | Euclidean Sim VSM Sim
367054 86 0.4564475 0.44247363 0.5226567 0.47385927
367054 87 0.482059 0.45651393 0.5147086 0.48442716
367054 88 0.5719312 0.53855043 0.582145 0.5642089
367054 2665 0.0949538 0.05221722 0.079587 0.075586
367054 2666 0.0984568 0.08531787 0.1531549 0.11230984
367054 2667 0.1618609 0.15232684 0.2357729 0.18332019
367054 2668 0.2693183 0.24286034 0.3025509 0.27157652

TABLE C.3: Combinations of different Vector Space based Similarity Measures

Combined Combined Combined
Papers in
Query Paper Cosine and Cosine and Jaccard and
Comparison

Jaccard Sim Euclid Sim Euclid Sim
367054 86 0.0417783 0.12196134 0.1079875
367054 87 0.08143 0.1396247 0.1140797
367054 88 0.1104816 0.15407626 0.1206955
367054 2665 0.147171 0.17454077 0.1318042
367054 2666 0.0409175 0.10875451 0.0956156
367054 2667 0.0284734 0.11191945 0.1023854
367054 2668 0.0836072 0.14329778 0.1168398
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Documentation of COReS

In this section COReS Ontology’s documentation is provided in terms of OWL syn-

tax. This document contains definition of classes, properties, and literals. There

are two types of relationships between classes which are provided in this defini-

tion: Disjoint and Overlapping. These relationships are used for computation of

Comprehensive similarity in this thesis. In this annexure only some portion of

documentation is presented. Complete document is available as a PDF document

at the following link. The name of document is “COReS_Content base Ontology

for Research Paper Similarity.pdf”.

https://github.com/QamarPC103006/C0OReS/
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4. Annotation Properties
5. Namespace Declarations

Introduction

COReS stands for Content based Ontology for Research paper Similarity. This Ontology provides classifications for content based similarity techniques. There are two layers in
the COReS

One of the layers represent a a class hierarchy for different content based similarity techniques.

Second layer represents the class hierarchy of pair-wise content based similarity measures computed using techniques of first layer

Classes

average k | divergence  bibliographic coupling sim  citation based similarity ~ citation context based sim  citation count based sim  citation graph based sim
cocitation analysis sim  content based similarity ~ cosine similarity dice coefficient  direct citation count sim  dissimilarity ~distance based similarity ~ edit distance
euclidean similarity _hellsinger similiarity ~ hybrid content based similarity ~ information radius  jaccard similarity  kdivergence 1cosine s imilarity

latent diritchel allocation  lexical similarity ~manhatton norm  matching coefficient non content based similarity —normalized pointwise mutual info  overlap coefficient
pw average k | divergence sim measure  p w bibliographic coupling based sim measure  p w citation based sim measure  p w citation context based sim measure

pw citation count based sim measure  p w citation graph based sim measure p w cocitation analysis based sim measure p w cosine sim measure

pw dice coefficient s im measure p w direct citation count based sim measure  p w edit distance sim measure  p w information radius based sim measure

p w jaccard sim measure p w | cosine sim measure p w latent diritchel allocation sim measure p w lexical based sim measure p w manhatton norm sim measure
pw matching coefficient sim measure pw normalized p m i sim measure p w overlapping coefficient sim measure  p w pearson correlation coefficient sim measure
pw pointwise mutual information sim measure pw sim measure  p w structural sim measure  p w tree edit distance sim measure

p w vector space based sim measure p w visual sim measure pw x m | based sim measure pair wise content based similarity measures

pearson correlation coefficient similarity — pointwise mutual information — probabilistic similarity relatedness  similarity ~ structural similarity ~ tree edit distance

vector space based similarit xm | based similarit

average k | divergence fback to ToC or Class ToC
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