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Abstract

Citations play an important role in the scientific community by assisting in mea-
suring multifarious policies like the impact of journals, researchers, institutions,
and countries. Authors cite papers for different reasons, such as extending previ-
ous work, comparing their study with the state-of-the-art, providing background of
the field, etc. In recent years, researchers have tried to conceptualize all citations
into two broad categories, important and non-important. Such a categorization
is vital to enhance scientific output in multiple ways, for instance, (1) helping a
researcher in identifying meaningful citations from a list of 100 to 1000 citations
(2) enhancing the impact factor calculation mechanism by more strongly weight-
ing important citations, and (3) improving researcher, institutional, and university
rankings by only considering important citations. All of these uses depend upon
correctly identifying the important citations from the list of all citations in a pa-
per. To date, researchers have utilized many features to classify citations into these
broad categories: cue phrases, in-text citation counts, and metadata features, etc.
However, contemporary approaches are based on identification of in-text citation
counts, mapping sections onto the Introduction, Methods, Results, and Discussion
(IMRAD) structure, identifying cue phrases, etc. Accurate identification of such
features is a challenging task and is normally conducted manually, with the accu-
racy of citation classification demonstrated in terms of these manually extracted
features. This research proposes to examine the content of the cited and citing
pair to identify important citing papers for each cited paper. This content sim-
ilarity approach was adopted from research paper recommendation approaches.
Furthermore, a novel section-based content similarity approach is also proposed.
The proposed approach utilizes content of corresponding logical sections of citing
and cited research articles such as Abstract, Introduction, Methodology, etc. The
cosine similarity has been used to calculate the similarity scores of correspond-
ing logical sections and different sections have been combined with average and
weighted average formulas. The experiments have been performed on the com-

prehensive annotated dataset of Valenzuela. After comparing our results with



metadata-based and content-based contemporary approaches, the proposed ap-
proach outperformed all state-of-the-art approaches by achieving the F-Measure

score of 0.75.
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Chapter 1

Introduction

The chapter’s content is organized as follows: it provides background information
as well as the key terminology used in this study to identify important and non-
important citations. These are followed by a rationale for doing this research.
Following the motivation section, a problem statement and study objectives were
developed as a result of the critical and exhaustive literature assessment. Finally,
the chapter closes with the technique used to perform this study as well as the

thesis outline, which is presented at the end of this chapter.

1.1 Background Study

Researchers in all disciplines build upon the foundations laid by former researchers.
This notion is succinctly summed up in Zimans statement that a scientific paper
does not stand alone; it is embedded in the literature of a subject [1]. Research in
the same field is interlinked, which means that existing research must always be
brought in relation to former researches. New findings must be written up in the
form of a scientific research paper. This research paper is then shared with other
researchers so that the research process can be validated and can be continued.
Therefore, while writing research findings, scholars acknowledge the scientific sup-
port they have received from former work. These acknowledgements are found in
the reference section and termed as citations. Ziman [1] and Narin [2] highlighted
the true strength of analyzing citations can aid in producing and authenticating

1



Introduction 2

different research studies. They argue that the popularity and significance of a
scientific work is expressed through the frequency with which it is cited. The
citations are considered an important tool for assessing the academic and scien-
tific strength of institutions and individuals. They can also be used to investigate

authors or institutions reputations within the overall scientific community [1, 2.

The utility of citation-based measures is multifaceted. They are used to decide
award nominees such as the Nobel prize [3] as well as research funding [4]. They can
also be used to evaluate peer judgments [5] rank researchers [6, 7] and countries
[8]. In the late 1960s, Garfield, the founder of Thomson ISI, defined a number
of reasons for citations [9, 10]. This definition offers numerous opportunities to

critically investigate citation behaviour [11, 12].

Although citations are included to achieve specific objectives, citation count ap-
proaches [13] have never tried to distinguish between these objectives. Conse-
quently, such approaches fail to maintain a balance between the act of citation
itself and the purpose for which a citation is made. Instead, they blindly consider
all citations equal. This discrepancy has led to achieve research in this area [14, 15].
A detailed examination of citation counts was carried out by [16]. They concluded
that citation count-based measures have inherited problems for example, they shift

focus from quality to quantity.

Researchers have developed recommendations for improving the quality and re-
ducing the emphasis on quantity in citation counts [17, 18]. Generally, researchers
believe that the reasons for citations must be critically considered in order to ac-
knowledge the quality of different scholars work [19]. Is it possible to differentiate
between various reasons for citations? Existing citation annotation approaches
proceed manually. The manual approaches rely upon interviewing the citer. Usu-
ally, authors are interviewed to share the reason for citing a particular piece of
work on two different occasions: after the publication process is over and while
writing the article [20, 21]. Finney [22] argues that the citation classification pro-
cess can be automated. Confirming this argument, later researchers took steps to
classify citations into various categories [19, 23]. However, while this idea made

a significant contribution, it also brought a discouraging element to the fore, as
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citations were classified based on several ambiguous reasons. As a result of this
ambiguity, the major limitation of a simple citation count approach was not ef-
fectively addressed. Presently, two major types of citations have been identified:

important and non-important classes [14, 15, 24].

What do we mean by important and non-important classes? Generally, during
the process of writing a paper, only a few citations in the reference list have a
significant impact on the citing study. This impact needs to be precisely described.
Zhu et al. [15] has provided a solution by arguing that an influential research study
convinces the research community to adopt or extend the presented idea [15]. To
establish a clear distinction between important and non-important citations, we
need to examine contemporary citation classification mechanisms. Garzone et al.
23] extends the work of Finney [22] by implementing her suggestion of associating
cue words with citation function and using citation location in the classification
algorithm [23]. Both Valenzuela et al. [14] and Zhu et al. [15] argue that the
citation relations discussed by Finney [22] and Garzone et al. [23] are important.
In contrast, Garzone et al. [23] also cite several other studies as background

information, such as the citation categories introduced by Garfield [10].

Based on the aforementioned discussion, the studies [14, 15] classify citations into
two major categories. The first category of citations aims to provide background
knowledge, which forms the foundation of the proposed study. Researchers such as
Zhu et al. [15] have termed this category as non-influential and incidental, whereas
Valenzuela et al. [14] have termed it as non-important and incidental. We use the
term non-important for this category. The second category of citations seeks to
extend or apply the cited work. This category is termed as influential by Zhu et
al. [15] and important by Valenzuela et al. [14]. We use the term important for
this category.

Researchers have recently proposed [24, 25, 26] different features and strategies to
identify the important categories. For example, Valenzuela et al. [14] evaluated 12
features and concluded that in-text citation count was the most accurate feature,
with a precision of 0.65. However, identifying citation tags from research papers is

a challenge [25]. The Valenzuelas approach [14] was further extended recently by
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Nazir et al. [26] wherein in-text citation counts within different logical sections of
the paper (Introduction, Related Work, Methodology, and Results) were examined.
This approach has achieved a precision of 0.84. However, there are also two major
issues with this approach: (1) accurately identifying logical sections and mapping
section headings onto the logical sections, and (2) accurately identifying in-text
citations [25]. The best-known approach for mapping section headings onto section

categories has an accuracy of 78% [27].

Another binary citation classification approach presented by Qayyum et al. [24]
has achieved a precision of 0.72 by examining metadata and cue phrases. However,
this approach again involves the construction of cue phrases and identification of
in-text citation frequencies. All of these recent approaches have certain limitations
resulting from their reliance on the accurate identification of the following parame-
ters: in-text citation counts, an updated dictionary of cue phrases, in-text citation
extraction from sentences, and mapping section headings to logical sections. The
extraction accuracy of each of the above parameters is around 70% [25, 27]. How-
ever, the above approaches extract these parameters in a semi-automatic way,
which has been demonstrated to be accurate when the parameters are readily and

accurately available.

This critical discussion highlights the need for an approach that does not involve
such a complex extraction of parameters, which is often inaccurate. Examination
of the relevant related literature shows that a content-based approaches were suc-
cessfully employed by 55% of around 200 papers applied during the last 16 years
in the domain of document recommendation systems [28]. This motivated us to
evaluate the suitability of the content-based approach for identifying important ci-
tations. Moreover, in addition to evaluating the existing content-based approach,

this thesis further proposes a novel section-wise content based approach.

The results indicate significant precision and recall values without any manual
identification of complex parameters. The studys in-depth analysis of [24, 25,
28]papers complete content and content within different sections suggests that
content-related similarities in the abstracts of the cited and citing papers be used

to classify the citing paper as an important/non-important citation for the cited
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paper. Therefore, the proposed approach has a great potential to be applied in ci-

tation indexes and open new horizons for future researches in citation classification.

1.2 Preliminaries

1.2.1 Citation

The citation indicates the relationship that exists between the research papers that
are citing and those that are cited. A citation is an abbreviated alphanumeric
word that appears in the body text of research papers that cite other research
documents. This word implies to a string named as reference which can be found
in the section called bibliographic of the given article, and its purpose is to describe
the relevance of the current scientific work with the other scholarly articles. In
most cases, preparing a citation involves both the in-text citation anchor (such as
”Liu 2014”) and the reference strings in the document. Citations make it possible
for writers to link to prior works in a systematic and extremely well-organized

way. In the next sections, various types of citation analysis will be discussed.

1.2.2 Citation Analysis

Citation reference strings are first examined exclusively in the bibliography section
of the referencing research documents [29]. The importance of the citations has
not been considered in the body of the citing research document. This approach
of citation-analysis is often referred to as a direct citation, in which the citing
article directly cited the explicitly referred research article. For example, there
are four research articles named as A, B, C, D, which are published in the years
2000, 2003 2006 and 2008 respectively. The research article A, is also called as
cited document and the articles B, C and D are named as citing documents as
shown in the following Figure 1.1. This is because the citing documents B, C,
and D cited document A in their bibliographic sections. Hence, the citation count

for document A is 3, because it is cited by three different documents B, C, D.
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Therefore, the citation count is often calculated on the basis of citation analysis.
Citation count increases with the passage of time, that is why, it is considered as

dynamic measurement.

Body T Body Body T
Bibliography Bibliography Bibliography
Document A Document A Document &
Citing Document B Citing Document C Citing Document D
{2003) {2008) {2008)
|
>
Cited Document A
(2000)

FIGURE 1.1: Analysis of Citation between Cited and Citing Documents

1.2.3 Co-Citation-Analysis

In co-citation [30], two research articles are considered to be similar if they are
cited in the bibliographical portion of one or more citing articles. These articles
are also referred to as cited and citing documents. Figure 1.2 illustrates the

concept clearly.

There are five research articles or documents named as A, B, C, D, and E. In the
bibliography section of the citing papers A, B, and C, the two cited documents
D and E are cited jointly. The co-citation weight of the two supplied co-cited



Introduction 7

publications (D and E) is 3. This calculation displays the highest co-citation
strength. In traditional co-citation analysis, the substance of the citing article is

not evaluated for the research paper suggestion.

Body - Body = Body =
Bibliography Bibliography Bibliography
Document D _5 ;;e_n r_-D_- Document D
Document E Document E Document E
Citing Document A Citing Document B Citing Document C
(2005) (2010} (2016)
A 4
| 8
— <
Cited Document D Cited Document E
(2000) (2002)
Co-cited documents
Co-citations strength=3

FIGURE 1.2: Analysis of Citation between Cited and Citing Documents

1.2.4 Analysis of Co-citation-Proximity

Co-citation-proximity-analysis [31] is an improved variant of the co-citation anal-
ysis. The distance or similarity between the citations shall be measured in the full
text of the citing document. The two citations are supposed to be related with
each other, if they occurred simultaneously within the full-text document.The CPI
(Citation-Proximity-Index) calculation is used to determine the similarity between
the two co-cited articles. The probability of similarity between two co-cited arti-
cles will be higher if they occurred in the same given sentence say (CPI = 100% or

1) than the probability of similarity in the same paragraph (CPI = 1/4 =0.25%).
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For example, in Figure 1.3 paper B and C are more strongly linked with each other

as they appeared in the same sentence.

Citing Document A

Cited
Document

CPI=1

CPI=1/4

Sentence Level

Cited
Document |
C

CPI=1/2

Paragraph Level

-
Chapter Leve/ Cited
Document |

FI1GURE 1.3: Co-citation Proximity Analyses

1.2.5 Co-citation-Proximity-Analysis-Based on Byte-offset

Boyack et al [32] performed a co-citation-proximity-study-based on byte offset in
a full-text article. The citations are analyzed in separate sizes of byte blocks such
as 375, 1500 and 6000 with allocated weights 3, 2 and 1 respectively. For example,
the referenced documents B, C, D, E and F are shown in the full text of document
A in Figure 1.4. Four pairs of referenced documents have been provided here, such
as (B, C), (B, D), (B, E) and (B, F). Citations B, C in pairs (B , C) inside the
same bracket, a weight of 4, while citation pairs i.e. (B, D), (B, E) and (B, F) of
375, 1500 and 6000 bytes are given a weight of 3, 2, and 1 respectively. Citation

pairs which are more than 6000 bytes apart are given a zero weight.

1.2.6 In-text-Citation-Frequency-Analysis (ICFA)

Initially, Gipp et al. [33] introduces a new measurement in-text citation frequency.
Later on shahid et al. [34] used this measurement to identify the relationship
of citations across the sections of the citing articles. In-text-Citation-frequency-

analysis is the frequency that determines the total number of occurrence of a
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F1GURE 1.4: Co-citation-Proximity-Analysis-Based on Byte-offset

cited document within the citing documents. In Figure 1.5 there are three cited

documents B, C, and D, in which B has maximum frequency equals to 4.

h
Citing Document A
—[D] Cited ,
[B] Document | _ Cited
Frequency of cited [B]- B Doctglen
document B is =4 g ’Tﬁ>

L1
Icl
| e |

----- | = ———
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FI1GURE 1.5: In-text-Citation-Frequency-Analysis

1.2.7 Content Based Filtering Approach

Content-based Filtering approach exploits contents of research papers to identify
similarity and makes decisions by comparing similarities in features. This approach

is commonly utilized by the recommender systems [28], to recommend research
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articles to users based on information gathered about the user [35]. User modeling
is an important process in this technique [36, 37]. The items with which the user
has interacted can be used to determine the user’s interest i-e downloading [35],
authoring [38, 39|, tagging [40, 41] and browsing [42, 43, 44] The user model is
made up of item features. There are two types of item features textual and non-
textual features. Textual features can be single words, phrases, or n-grams. But
the non-textual features include writing style [72, 73], information layout [74, 75]
and XML tags [76]. The most descriptive features are used to create items and

user models; weights are typically assigned to these features and stored as vectors.

1.3 Research Motivation

We have seen from the above-mentioned literature that there are two major tech-
niques used by Qayyum & Afzal [24] and Valenzuela [14] for the extraction of
important citations. Qayyum & Afzal [24] criticises Valenzuela [14] and points
out that it depends mostly on the content of research articles that are not pub-
licly available in major journals such as ACM, Elsevier, IEEE, Springer, etc. And
they also used 12 different features to achieve 0.65 accuracy. However, Qayyum &
Afzal [24] used content-based metadata features ( i.e. abstract, references and cue
words) and evaluated their approach using unigram, bigram, and trigram. The

best combination achieved an accuracy of 0.72 by combining all the features.

Both of these approaches have given importance to metadata and in-text citation
counts and their positions, but research papers are written with the help of domain-
specific terms and knowledge, and the research gap we have identified is that no one
has tried to compare the important terms represented in different corresponding

logical sections of the research papers.

This is also supported by another factor of Valenzuela [14] important citations
definition. They described that cited papers have important citations with citing
papers if cited papers extend or adapt the presented idea of the citing papers.
It is more probable that both papers might use similar vocabulary and terms

as they belong or they are closely working on the same topic or extending once
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work in another work. Therefore, it is more likely that both articles will belong
to a common domain and that the comparison paper will use domain-specific
terminology and information in the Abstract, Introduction, Methods, Literature
Review and Result section. We suggest that no researcher used the domain-specific

terminology of the accompanying conceptual parts to classify significant citations.

1.4 Research Questions

Based on the critical analysis presented in the previous section, this thesis evalu-
ates the role of section-wise content similarity for the identification of important
citations. The main objectives of this work are to enquire, search, identify and
evaluate the role of sections to identify the important citations. In the end, we will
be able to conclude that cited paper has an important citation with citing paper
if the contents and vocabulary terms used in those papers corresponding logical
sections are similar. The Important and Non-Important citations are describing

as below [14, 15, 24]:
Important:

The citations in which authors extend or adapt the proposed technique of cited

article.
Non-Important:

The citations in which authors just write the background information or some

theory portion of the proposed technique of the cited article.

Based on the above discussion this research thesis devised the following research

questions.

RQ-1: What is the role of section-wise content similarity for the identification of

important citations?

RQ-2: Which independent logical section is performing better in identification
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of important citations?
RQ-3: Which combination of logical sections is performing better in identification

of important citations?

1.5 Research Problem

To classify a citing paper into one of the two categories such as: Important and
Non-important, researchers have utilized different features like: metadata, in-text
citation frequency, and cue-phrases etc. However, such features do not capture the
relevance of citing and cited papers because the papers present their ideas using
the content not using the above mentioned features. Therefore, such relevance may
be measured using the content of both citing and cited papers. This thesis poses
a research question Whether content based approach could be used to classify ci-
tations. Subsequently, this thesis explores all possibilities of employing content
based approach for the citation classification task. The proposed approach works
into two dimensions such as: (a) considering the complete content for citation
classification. (b) Dividing the content into logical sections (Abstract, Introduc-
tion, Literature Review, Methodology, and Results) and comprehensively answers
the raised question at two levels: (1) identification of the best performing inde-
pendent section and (2) identification of best combination of sections. Based on
the learning from (1) and (2), a novel citation classification approach has been

proposed.

1.6 Research Scope

This thesis scope is to exploit the paper-citations pairs to quantify and classify the
citations into just two classes as Important and Non-Important (Incidental) cita-
tions. The scope of this study is also limited to the available dataset provided by
Valenzuela [14]. This annotated dataset has been used for experimentations that
contain 465 tuples of root paper and cited paper from ACL anthology. The ACL

anthology is a digital archive of research papers in computational linguistics and
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a citation network containing only those papers and citations which are published

in the ACL anthology itself.

1.7 Applications of the Proposed Solution

This research work will benefit scientific society in a number of areas, some of those
most important areas are listed below e.g: Researchers and Authors Ranking, the
available systems compute such ranking by using all of the citations in equal capac-
ity. However, important citation should be given more weightage for computation
of such ranking systems. Therefore, the following areas can get indirect benefit
from our proposed approach and can re-evaluate their proposed rankings by giving
due weightage to important citations.

1) Researchers and Authors Ranking

2) Educational Institutions Ranking

3) Countries Ranking

4) Journals Ranking

5) Peer judgments

6) Research funds allocation

7) Impact factor calculation of Journals

8) Impact factor calculation of researchers

9) Researchers Nobel prizes and awards allocation

1.8 Research Approach

The approach suggested by Kumar [45] was used to conduct this research, with
minor adjustments to meet the needs of this study. The actions performed during
this research are outlined below, and a mapping between these activities and
Kumar’s model is shown in Figure 1.6. The given approach is based on three main

parts (phases). These parts are then subdivided into eight rules/steps.
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FI1GURE 1.6: Research Methodology

Phase I: Choosing What to Investigate

problems.

Phase II: Planning to Conduct Study and Research

Rule 1: Problem of Research: This stage includes three tasks. (1) Review of

the literature; (2) identification of research gaps; and (3) development of research
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Rule 2: Proposed Technique Design: We first presented the unique Section
Wise Content Similarity strategy based on rule 1, and then created the technique

for carrying out the proposed approach.

Rule 3: Method of Collecting Data: In the stage 3, we have developed the

automated tool to collect research papers.

Rule 4: Selecting Sample: In this stage, we randomly picked a sample of

research articles from the collection of articles obtained in rule 3.

Rule 5: Synopsis: Following the initial experiment in this study, we created

the basic document based on initial experiments.
Phase III: Research study implementation.
Rule 6: Pre-processing Dataset : This stage is used to produce the com-

prehensive datasets of semi-structured research articles documents, as well as any

necessary preprocessing.
Rule 7: Results and Fwvaluation: In this stage, the suggested approach’s
results will be reviewed and discussed in comparison to state-of-the-art techniques.

Rule 8: Thesis: This is the final phase in our research approach, and we have

completed the thesis document.

1.9 Research Contribution

The main contributions of this research work are (1) Identification of singular
features of research articles, (2) Identification of combination of features of research

articles and (3) section wise content similarity approach.

1.10 Thesis Outline

This dissertation comprises of five chapters. Introduction and literature review
of the proposed work is discussed in chapters 1 and 2 respectively. In Chapter

3, the building blocks of proposed approach, as well as the main contributions of
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this research, have been elaborated. The results of research contributions are dis-
cussed comprehensively in the Chapter 4. The last chapter concludes the research
presented in this thesis. Furthermore, limitations and future work have also been
presented, for the scientific community to quickly identify the current research

challenges and research dimensions in this area.



Chapter 2

Literature Review

In this chapter, a comprehensive literature survey is elaborated to understand the
scope and importance of the current research work, which contributes in the follow-
ing manners (1) Identification of singular features (2) Identification of combination
of features and (3) Section wise content Similarity. The detailed literature review
written in the upcoming sections provides support to all the contributions done
by this research work. It describes the recommender systems approaches, along

with the citation based state-of-the-art approaches.

2.1 Relevant Research Paper Identification

Although citation classification is a different research task than finding a relevant
research paper. Citation classification attempts to identify the relevance between
two papers (cited and citing), and classify citing paper into different categories
such as: Important and Non-important in the context of the cited paper. How-
ever, finding relevant papers, attempts to find a relevant paper for the focused
paper from a pool of the papers. Therefore, this chapter highlights the important
techniques proposed in the area of finding relevant research papers. Based on this
critically analysis, best practices and approaches will be adapted from this closely
related domain for the task of citation classification. In the last decade, the re-
searchers have been investing a tremendous amount of effort on research paper

recommender system for recommending the most relevant research papers from

17
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the huge bulk of research articles. There have been 216 approaches proposed in
the last 16 years for the recommendation of research papers [28]. But none of the
given techniques is considered to be the best for the recommendation of research
literature. One of the biggest limitation in all of the given technique is the lack of
evaluation criteria. Beel et.al [28] investigated that it is very difficult to recommend
the best approach because all the given approaches do not follow all the important
and relevant aspects to recommend the important research articles. In the course
of our study, we have gone through approximately 80 research papers to analyze
this hot issue for recommending the most important research paper. This study
led us to the conclusion that we can classify the recommender system approaches
into the following classes: stereotyping [46], co-occurrence based [42, 43, 44] Col-
laborative Filtering [47] Content based [28] and citation based [30, 48]. In the
following text, these different techniques have been discussed briefly followed by

the research gap identified by this thesis.

2.1.1 Stereotyping

Stereotyping is considered to be the most primitive modeling technique in the rec-
ommendation class. Initially it was presented by Rich in the recommender system
developed by Grundy [46]. This recommender system suggests novels (work of
fiction) to the users based on their interest. Rich was impressed by the stereotyp-
ing that was used in psychology. The stereotyping was used by psychologist to
judge peoples behavior immediately by observing few characteristics. These were
called as facets by Rich which means collection of characteristics. For example
one might be considered as judge then he or she probably be forty years old, well
educated, honest, reasonably established, fairly affluent and well respected in the
society. The aforementioned points are characteristics or facet of a judge. The
researchers for the recommendation systems also took the motivation from the
stereotyping to recommend the relevant research papers. For example if a per-
son provided a search information retrieval in the recommender system. Probably
he or she will be beginner or expert. If a person is a beginner in this field then

characteristic or facets for the beginners are as follows, some of which can even be
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extracted automatically, he/she has not studied preliminary courses in the area;
casual reader, performing breadth wise searching. On the basis of above men-
tioned characteristic, we can assume that his or her intention will be looking for
very basic information or material about information retrieval and the search re-
sult will be filtered accordingly. However if the same search query is given by some
expert, then the characteristics or facets for the expert will be: consistent and fo-
cused reader in this particular area , good concepts in relevant field, knowledgeable

person, already studied preliminaries etc.

The search result will be filtered on the basis of characteristics defined for the
expert, maybe he or she will be looking for more advanced articles or research
topics in the same field. Here the characteristic of user that is collection of facets
will define the class of a user either he/she is a beginner or expert. This procedure
is called as classification of data. Consequently the search result will be filtered

on the basis of two classes that are beginner and expert in this case.

In the field of recommender systems Beel et.al [28] remained the prominent re-
searchers for using stereotyping [49, 50, 51]. They considered their users of Docear
are only students and researchers. Hence the most relevant books and papers are
recommended by recommender system to the researcher and students. Beel.et.al
uses stereotyping as a backup system, when all the approaches failed to produce ap-
propriate outcome. They have observed that stereotyping approaches perform on
the average 4% with click-through rates (CTR) whereas content based approaches
perform 6% on the average with CTRs.

In stereotyping there are certain limitations: firstly, they have pigeonhole users
(The pigeonhole principle states that if n items are put into m containers, with
n>m, then at least one container must contain more than one item). Secondly,
all the persons may not be categorized as beginners or expert because in some
cases may be an expert person wants to look into the very basic information. This
does not fit well in case of all persons. In addition to this, stereotyping performs
manual classification for each single facet, which is highly laborious work. Because

of this the number of items becomes limited.
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2.1.2 Co-occurrence Recommendation

The important aspect of co-occurrence recommendation is to emphasis the relat-
edness of the papers instead of similarity. The definition of similarity in document
recommender system is to calculate that how many common features lie within
the two papers. On the other hand, relatedness does not depend on the feature of
two items instead it is focused on how closely the two items are coupled together.
For example, two documents A and B are considered to be similar if both have
similar features (words). Whereas there is no similarity between the papers and
pen but both are considered equally important and relevant because for writing
a letter both are needed and hence they are related to each other. Consequently,
co-occurrence recommends more serendipitous suggestions, which means that a
researcher may find some interesting discovery while searching for something else,
and in this way they are equal to collaborative filtration. Furthermore the com-
putation complexity is low and no access to content is required. To ensure the

privacy of users anonymous recommendation is generated.

In this approach, the recommender system considers those items as potential can-
didate that are co-occurred frequently in some source documents. The very first
application of Co-occurrence was presented by Small et al [30] in 1973. They
introduced the technique known as co-citation analysis. Small proposed that if
the two papers are co-cited frequently then these two papers are considered to be
more relevant. Later the same concept was implemented by many scientists. The
well-known example, which uses this concept, is Amazons. They also analyzed
that when items are bought with the product. The recommender system con-
sidered those items as frequent items for that particular product. Whenever the
product is browsed again by any user. The recommender system will recommend
the items that are related with the product. Hence this also ensured the concept

of relatedness.

In case of research papers, the recommender system recommends those papers
to the users that are co-viewed frequently by the user with the browsed paper
42, 43, 44]. To determine the relatedness between the papers, an extended for of

co-citation is known as Citation Proximity Analysis (CPA) used [31]. It enhances
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the precision by considering the position of citation within the text. The cited pa-
pers are believed to be more relevant if the proximity of references is closer enough
within the paper. The key benefits of Citation Proximity Analysis are: (1) Iden-
tification of relevant section within the research article and (2) greater precision
as compared to co-citation analysis, keyword based approaches and bibliographic

coupling.

The significance of co-occurrence is not suitable all the time. For instance on
arXiv.org, 66 percent papers of total volume do not have co-citations. Whereas
those papers that contain citations are not more than one or two [52, 53]. Fur-
thermore, the recommendation can only recommend papers if they co-occurred at

least once with another paper.

2.1.3 Collaborative Filtering

Goldberg et al [47] proposed the idea of collaborative filtering in 1992. In this
work it was proposed that if we involve peoples in the filtration process then the
information filtration will become more effective [47]. The idea that is recog-
nized today of collaborative filtration is coined two years later by Resnick et al
[54]. Their idea was that users like what like-minded users like, where two users
were considered like-minded when they ranked the same products as well. When
like-minded users were recognized, products that one user ranked favorably were
suggested to the other user, and the other way around. In comparison to CBF, CF
offers three advantages. First, Collaborative filtering does not depend on contents,
[55, 56, 57, 58]. Second, because people do the scores, CF performs quality of eval-
uations [59]. Finally, CF gives serendipitous suggestions because suggestions are

not depending on product likeness but on user likeness [57, 60, 61].

Yang et al [62] was expecting that the user will rate the document, but the sluggish
behavior of the users extremely affect the rating. Naak et al [63] experienced the
same issue and created artificial rating for their assessment. This demonstrates
one of the main problems. Collaborative Filtering needs user contribution, but it
is observed that the participant motivation to take part is too low. This issue is

known as the cold-start issue, which may occur in three situations such as: new
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areas or professions, new products, new users [56]. In a new community, no users
have ranked products, so no suggestions can be made and as a result, the in-
spiration for users to rate products is low. If products is new and has not been
ranked yet by at least one user, it cannot be suggested. If a new user rates few or
no products, the system cannot find like-minded users and therefore cannot offer

suggestions.

To get rid from the cold-start issue, implicit scores may be deduced from the
communications between users and products. Yang et al [62] deduced implicit
scores from the number of webpages the users read. The more webpages users
study, the more the users were believed to like the documents. Pennock et al [35]
considered communications, such as downloading a document, including it to user
profile, modifying document details, and viewing its bibliography as beneficial
ballots. McNee et al [61] believed that an authors citations indicate a positive
trend towards the document. They postulated that when two writers cite the
same document, they are like-minded. Similarly, if a user flows or points out a

document the citation of the mentioned document should be liked by the user.

Generally, reliable citation information is not widely available. Therefore, access
to the papers submissions is needed to build a citation network, but this process
is even more fault-prone than word extraction in CBF. In CBF, the written text
of the documents must be obtained, and maybe the sections such as the title or
abstract must be recognized. For citation-based CF, the written text must also be
extracted but in the written text, the bibliography and its individual references

must be recognized, such as title and writers etc [64].

A general issue of collaborative filtration in the area of research-paper recom-
mender techniques is sparsity. Vellino et al [65] compared the implied scores on
Mendeley and Blockbuster online (movies ), and discovered that sparsity on Block-
buster online was three order of magnitude lower than on Mendeley [40]. This is
due to the different ratio of users and products. In domain like film suggestions,
there are generally few products and many users. For example, the film recom-
mender Movie Lens has 65,000 users and 5,000 films [58]. Generally, many users

viewed the same films. Therefore, like-minded users are available for most users
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and suggestions can be given effectively. In the same way, most films have been
viewed by at least some users and hence most films can be suggested. The situ-
ation is different in the area of document analysis. There are generally few users
but an incredible number of documents and very few users have ranked the same
document. Finding like-minded users is often not possible. In addition, many

documents are not ranked by any users and therefore cannot be suggested.

There are further aspects associated with Collaborative Filtering. Processing time
for CF tends to be higher than for content-based filtration [56]. Collaborative
filtration is generally less scalable and needs more off-line computation than CBF
[66]. Torres et al [55] note that collaborative filtration makes similar users and
Sundar et al [67] noticed that collaborative filtration dictates views. Lops et al
[68] makes the critique that collaborative filtration techniques are black boxes
that cannot describe why products is suggested except that other users liked it.
Adjustment is also a problem: since collaborative filtration is dependent on user
views, blackguards might try to operate scores to advertise their products so they

are suggested more often [69, 70, 71].

2.1.4 Content Based Approaches

Content based techniques are most dominated techniques in the era of research
paper recommendation approaches [28]. Interaction between user and items are
normally developed through downloading [35], adding social tags [40, 41], reading
[62], browsing papers [42, 43, 44|, authoring [38, 39], having papers in personal
databank. In this technique, the user modeling is an important process. The
interest of user can be deducted from the items with which user has interacted.
Items are normally textual for example email [36], webpage [37] etc. The interac-
tion of the user is defined by the actions he has taken during the search process

i.e downloading [35], authoring [38, 39], tagging [40, 41] and browsing [42, 43, 44].

The user model consists of items features. There are two type of item features
textual features and non-textural features. The textual features are single words

or they may be phrases or n-grams. But the non-textual features are writing
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style [72, 73], information layout [74, 75] and XML tags [76]. The most descriptive
features are used to develop items and user models commonly weights are assigned
to these features and stored as vectors. The user models are designed by using
these item features. Therefore to recommend research articles to the users the
features involved in the modeling process are compared with the recommendation

candidates using cosine similarity and the vector space model.

The discriminative power of words is different in different fields of research articles
[77]. The word lies in title are more influential as compared to the word that lies
in the body text. Nascimento et al [78] performed experiment and found that
the weighted terms in title are three times stronger than the body text. Whereas
the words lies in the abstracts are twice stronger than the body text [78]. The
techniques used for weighing the terms are arbitrarily selected. These techniques

are not selected on the basis of practical evidence.

The techniques extracted words from header [79], title [80, 81, 82|, abstract [83,
84, 85] keywords [83, 86, 40], introduction [40], foreword [40], bibliography [87],
and body text [78, 82, 88]. The words can be extracted from different other
sources such as ACM classification tree and DMOZ [89, 90] categories and citation
context [84, 40, 88]. Many techniques utilizes plain text as feature and some other
technique uses n-grams that is combination of two words or a single word that

appeared as social tag [40, 41] on CiteULike [85] (topic) and concept.

The Vector Space Model (VSM) is the most dominating model used in this do-
main. There are 9 approaches out of 14 approaches those who have utilized Vector
Space Model for storing features and developing user models. Other techniques
uses graph based approaches to represent and store their users. The graph based
approaches model their users as a list of topics. These topics are allocated by

applying machine learning techniques or by applying ACM category hierarchies.

In the content based approaches, there is a need of weighing scheme. TF-IDF is the
most popular weighing scheme. Nearly seventy percent of the approaches use this
scheme. There are other weighing schemes as well such as plain term frequency

and the technique that are known as phrase depth and life span. Content based
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filtration has many advantages over the stereotyping. CBF perform user-based
personalization to recommend the most relevant document for each individual user
rather than being limited by stereotype. In content based filtration approaches,
user model is built automatically. Therefore it requires less up-front classification

work.

Nascimento et al [78] proposed a technique for the recommendation of research
articles. The recommender system designed by Nascimento et al [78] is based on
content-based approach. This technique takes research paper contents (words)
as an input, then generates keywords and several queries to perform it task of
recommending research papers. The generated keywords and queries are then
submitted to different digital libraries. These digital libraries contain the source
articles and as a result of submission (keywords and queries) the given libraries
generates a candidate set of source articles which are freely available. The articles
are then ranked by applying a content-based algorithm. For the recommendation

of most relevant papers. The given technique uses title and metadata of abstract.

Ferrara [91] proposed a research article recommendation technique build on content-
based algorithm. In this approach they build the profile of users and documents
by extracting the key phrases. This is done by KPEM (Key Phrase Extraction
Module). The creation of users profile is carried out by utilizing tagging mecha-
nism which was assigned earlier. Users profile and documents are considered to
be the basis for the recommendation to research articles. In order to accomplish
this task uni-gram, bi-gram and tri-grams are used. To produce the experimental
results and evaluation, ACL anthology reference dataset is used. This dataset is
freely available. The given dataset contains 597 research articles written by 28
researches. The experimental results obtained from the given dataset shows that

tri-gram performs better than uni-gram and bi-gram.

Pruitikanee et al [92] presented a fuzzy clustering based technique for the recom-
mendation of research article. There are four basic steps to accomplish the task
of this proposed technique. In the first step input is given in the form of query
as a result of which it returns all the research papers which contain at least one

keyword in the query. In the second step fuzzy clustering is utilized to classify
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all the documents according to the similar topics and interest. In the third step,
user interaction with huge databases is minimized by computing the representative
research papers. In the last step, a classical rank model (i-e page rank) is utilized

to rank the representative research articles.

2.2 Citation Based Approaches

Kessler et al [48] presented one of the oldest citation based approach known as:
Bibliographic Coupling for finding related research articles. They proposed that
two research articles A1 and A2 are bibliographically coupled if they have cited
the same research document. In the course of experiments, Kessler discovered
that if two documents have more than one common paper cited, then there is
a close association between the two papers. The experimental evaluation of rec-
ommended approach is carried out by selecting 8,521 research articles from 795

different resources having 137,000 references.

The benefit of this strategy is that the citations of documents are easily acces-
sible. However, the restriction of this strategy is that the citations are not very
easily mined, due to the different types of citations formats [93, 94]. Furthermore,
the association between two documents remains static, because the references of

published documents are not modified in future.

Bichteler et al [95] suggested a hybrid technique for relevant document recom-
mendation. They suggested technique by combining co-citation and bibliographic
technique to find the relevant documents. They performed a user study on 1,712
documents. Their outcomes revealed that using both the bibliographic coupling
of documents and their co-citations i.e. cited and citing documents, give better

outcomes in comparison with using only the co-citations or bibliographic coupling.

The primary restriction of this strategy is that it doesnt take into concern, the
real contents of the targeted documents to evaluate the relevance . Gori et al
suggested a Google Page Rank methodology, to rank the research documents [28].
This strategy is dependent on the Random Walk Approach. Gori et al determine
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two properties which are used in this strategy. These properties are attenuation
and Propagation. Propagation indicates that if a document is linked to an excellent
document, then this document itself is an excellent one too. Attenuation means
that an excellent document should also distribute its impact to other documents
to which it is linked. But this decreases the significance of the document itself.
To control this, a decay factor is presented. They think that a person has a
partial document with some bibliography already published. This is used as an
input. An undirected graph of cited/cited-by is used to present the citations.
From this graph, a connectivity matrix is built and gradually a stochastic and
correlation matrix is produced. These matrices help in discovering the link between
documents. Authors used a specific web crawler to gather dataset from ACM.
Both off-line and online assessment techniques were used, which revealed a 100%
ranking of most relevant documents. The restriction of this strategy is that it
has not been examined for the negative documents. What would be the results if

completely irrelevant documents are given as an input?

Strohman et al [96] suggested a technique for ranking the relevant papers by sup-
posing that a user has submitted his incomplete or unpublished papers as a query
to the recommender system. They applied different similarity measures to find the
relevant articles such as: featured based, text based, and citation based similarity.
They have used distinct features such as: publication year, text similarity, co-
citation coupling, same author, Katz and citation count. Their strategy consists
of two steps. (1) the user submit a query, and the recommender system returns
100 most similar documents out of over 1 million documents. (2) All documents
cited by any of these 100 documents are also added to the same list. Now the
resultant list contains almost 1000-3000 documents. The above mentioned fea-
tures (publication year, text similarity, co-citation coupling, same author, Katz
and citation count) are then used to rank the documents. The documents scores
are computed by combining the features in a weighted linear model. The writers
examined this procedure on Rexa database. They discovered that Katz feature is
very important. If the Katz feature is removed then the performance falls down
to 50%. Their methodology outperformed the text based similarity. Krapivin et al

[97] suggested a technique for finding the relevant documents and to position
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(ranking) suggested a technique for finding the relevant documents and to position
(ranking) the relevant documents by using the famous Web Page Rank algorithm
[97]. Web Page Rank algorithm is used by search engines to position the web
documents. The critical point in this algorithm is that it uses the in-bound links

to determine the importance and position of a document.

The greater the quantity of in-bound links to a paper ABC, and higher the page
position of the source page (of that link to ABC), the greater will be the position
of ABC. In page position, the outgoing links also matter. The greater the quantity
of outgoing links is, the lower is the position of the given papers. This may be an
issue in case of scientific papers, since the survey documents normally have a lot
of outgoing links citing other documents. And this large amount of outgoing links

should not decrease the position of the document.

To eliminate this issue, Krapivin [97] suggested the new strategy called Focused
Page Rank. Also, the recently published documents normally dont have a lot of
incoming links, but that doesnt mean that they are not associated with a given
document. Krapivin [97] analyzed their strategy by exploring 266,788 documents,
published in ACM conferences and journals. Krapivin [97] found that implement-
ing the Focused page Rank on documents gives almost the same results as those
of citation count and are much better than implementing the simple Web Page

Rank algorithm.

2.3 Citation Count

The citation count is utilized to conduct various types of bibliometric analyses
with multidimensional utilities. Such analyses have been used to build indexing
systems [79, 98], and formulate various academic policies and present awards such

as Noble prizes [3].

These analyses have also been used to rank researchers [6, 7] and countries [8].
However, researchers believe that all citations cannot be considered equal, and

each citation should be treated according to its true standing [1, 12, 14, 15, 19, 99].
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2.4 Citation Behavior

A specific study might be cited for myriad reasons. Garfield [10] was the first
researcher to analyze citation behavior [10]. He identified 15 citation reasons by
examining various factors such as the citations location in the paper and scrutiniz-
ing the differences and patterns. Some of the reasons include (1) acknowledging the
contributions of predecessors, (2) highlighting fundamental contextual details, (3)
extending existing work and targeting expanded objective(s), etc. Later, Liptez

et al [100] identified various classes of citations.

However, while both studies appropriately conceptualized the notion of citation
reasons, no statistical measures were introduced [12|. Nevertheless, despite this
shortcoming, these studies attracted enormous attention from the research com-
munity. Consequently, many empirical investigations have been carried out to
identify citation reasons. Subsequently, other studies have attempted to capture
actual citation behavior [11, 101]. However, common to all of these approaches is

the treatment of all citations as being on the same level of importance.

2.5 Quantitative Citations

According to Zhu [15], studies involving straightforward quantitative citation anal-
ysis can be enhanced by eliminating incidental citations from the citation count.
Additionally, maintaining a list of only important citations can be of substantial
help for scholars seeking to identify influential studies on a specific topic. Until

the mid-1990s, citation reasons were manually identified.

For example, a general trend at that time was to interview authors during the
process of writing an article or after their proposed article had been formally
published, requesting them to describe the specific reasons for citing particular
works [20, 21]. However, differentiating scholars citing behavior using cognitive
approaches seemed rather impractical. Therefore, researchers have realized the

need for an automated system to identify and classify citation reasons.
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2.6 Citation Classification

Finney [22] demonstrated that the citation classification process can be automated.
She created a citation function on an experimental basis. Later, she posited a
relationship between cue-words and citation location and combined it with the
citation function. Though her approach was not fully automatic, however, it
underscored the probability of developing a fully automatic citation classification
mechanism in the future [23]. However, other researchers were a bit reluctant to
acknowledge Finneys contribution because it was a doctoral thesis rather than a

formal publication [12].

2.7 Automated Citation Classification

Drawing inspiration from Finneys approach, Garzone and Mercer [23] took their
place among the trendsetters by creating an automated citation classification sys-
tem. The authors argued that Finneys approach had several limitations, which
they addressed by creating 35 categories to classify citations. They were able to
successfully solve the classification task by introducing 14 parsing rules and 195
lexical matching rules. The dataset comprised 9 biochemistry and 11 physics ar-
ticles. The system found to be stable. It produced average results on unseen
articles and appreciative results on previously seen articles. Though the system
produced encouraging results, there was also one concern: due to many classes,
the system was unable to neatly distinguish between divergent classes. Pham and
Hoffman [102] classified citations from 482 citation contexts into four categories.

They employed the ripple-down rules (RDR) hierarchy using cue-phrases.

Zhu et al. [15] characterized academic influence as a reference that serves as
a source for extracting an idea, problem, method, or experiment. They gener-
ated a total of 3143 paper-reference pairs from 100 papers extracted from the
Association of Computational and Linguistics (ACL) anthology. These pairs were
annotated by the authors of the citing papers. In contrast, Valenzuela et al. [14]
introduced a supervised classification approach to identify important and non-

important citations. The authors have extracted 465 paper-citation pairs from the
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ACL anthology. Two domain experts annotated these pairs as either important
and non-important citations. Inter-annotator agreement between two annotators
was 93.9%. Twelve features were used to classify the citations into important and
non-important classes. These features include the total number of direct citations,
the number of direct citations per section, the total number of indirect citations,
the number of indirect citations per section, author overlap, etc. Two different
classifiers, Random Forest and Support Vector Machine (SVM), were used to train
these features. Both models attained 0.90 recall and 0.65 precision. Zhus approach
[15] was criticized by Valenzuela et al. [14]. The latter claimed that biased anno-

tation cannot be ruled out if citations are coded by the citing authors.

Another approach was proposed by Qayyum and Afzal [24]. They utilized meta-
data and cue-phrase to discover important citations. However, a limitation of
this approach is that cue-phrases are identified from the papers content and thus
need to be updated for different datasets and domains. There is a need for a
domain expert to manually identify cue-phrases for each domain and keep them
updated. Nazir et al [26] extended Valenzuelas approach by identifying suitable
weights for in-text citation frequencies in different sections. This approach has
outperformed the previous approaches. However, a critical examination highlights
limitations regarding accurately mapping section headings onto logical sections
and accurately identifying in-text citations. Although there are many approaches
to identifying important citations [14, 24, 26], in order to practically apply those
approaches, there is a need to accurately identify the following information: (1)
accurately identify in-text citations [14, 26], (2) accurately map section headings
onto logical sections [26], and (3) create an updated accurate list of cue terms
[24]. Existing approaches have reported precisions up to 0.84. However, these
approaches depend on the accurate extraction of the above parameters and either
ignore inaccurate results and correct the missing values manually to demonstrate
the power of these parameters. The automatic extraction of such parameters is
still a challenge [25, 27]. This motivates us to fill this research gap by creating a
novel approach that does not require these parameters to be extracted. A critical
examination of the related domain of research paper recommendations motivated

us to use the content of the cited and citing papers. A survey paper by Beel
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28] indicates that more than 55% of more than 200 articles on research paper

recommendation in the last two decades used a content-based filtering approach.

2.8 Hybrid Approaches

Singla et al [103] suggested a hybrid strategy for finding the relevant documents.
They used a hybrid of citation and content based techniques. In this strategy,
the writers first of all, created an overview for the documents using the keywords,
which are extracted from the title and the sources of the documents. 15% phrases
of total summary are from the abstract, and the rest of the 35%, 20% and 30%
are from introduction, relevant work and methodology segments respectively. The
review of cited by documents is also designed in the same manner. The summaries
are then in comparison using some language be evaluated. This generates a simi-
larity ranking. The document position is then acquired by splitting this similarity

ranking with the number of documents that cited the document.

The writers used this procedure on 10 documents and determined that there is
important enhancement in the ranking. To get better ideas into the performance
or outcomes of this procedure, a better analysis on a larger dataset needs to be

conducted.

Reyhani et al [104] suggested a methodology known as SimCC to find the simi-
larity between two documents. Similarity between two documents is regarded as
a contribution score of the cited document into the citing document. According
to this strategy, the quantity of citation (alone) obtained by a document doesnt
illustrate the association between documents truly. Citation and content both
need to be used, simultaneously. SimCC ranking of a cited document is measured
for each phrase. To determine this, contribution score is included to the relevance
score. Relevance score is the TF/IDF value of the term. To determine contribu-
tion score, a complicated recursive procedure is implemented off-line. The writers
in comparison the outcomes of SimCC with cosine, Cube, BM25 and Kullback
Leibler Distance and discovered that there was a 60% enhancement. Nassiri et al

[105] suggested a strategy based on citation network. They suggested a strategy
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known as Normalized Similarity Index (NSI) to evaluate the similarity between
two documents. In NSI, three types of citation relationship are taken into consid-
eration. These includes longitudinal coupling, co-citations, bibliographic coupling.
Indirect citation between two documents is referred as longitudinal coupling, i.e.
the two documents are linked through some other inter-linked document. They
measured NSI for five different citation networks. The results are compared with
the peer reviews. There was a high correlation between the two outcomes. In
comparison with combined linkage (CL) and weighted direct citation (WDC) of

those 5 networks. NSI produces much better results.

2.9 Ciritical Analysis

In background study, we have thoroughly examined the state-of-the-art approaches
that are utilized for the citation classification. During the course of our study, we
have discovered that citation classification methodologies rely heavily upon in-
text citation count, Cue phrases, and the content of the research article. Table 2.1
shows a summary sketch and overview of various methodologies, along with their

outcomes, features and limitations.

According to the preceding background study, Valenzuela [14] and Qayyum &
Afzal [24] presented two basic methodologies to classify citations into (1) impor-
tant and (2) non-important categories. Qayyum & Afzal [24] criticize Valenzuela’s
[14] approach, claiming that it is based mostly on the content of research publi-
cations that aren’t publically accessible by major journals such as Elsevier, ACM,
Springer, IEEE, etc and that they also utilized 12 different features to get a 0.65
accuracy. Qayyum & Afzal [24] combined metadata-based features (i.e. title sim-
ilarity, author overlap, references) with the contents feature (i.e. abstract and cue

words) and evaluated their methodology by using unigram, bigram, and trigram.

Both of these methodologies have given importance to the position of citation,
in-text citation counts and metadata. It is obvious that the research papers have
been written by considering knowledge and domain-specific terminologies; as a

result, we have concluded that no one (i-e authors and researchers) has attempted
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to compare the contents of corresponding logical sections of research publications.

In order to identify important and non-important citations.

In the field of recommender systems Beel et.al [28] remained the prominent re-
searchers for using stereotyping [49, 50, 51]. They considered their users of Docear
are only students and researchers. Hence the most relevant books and papers are
recommended by recommender system to the researcher and students. Beel.et.al
uses stereotyping as a backup system, when all the approaches failed to produce

appropriate outcome.

They have observed that stereotyping approaches perform on the average 4% with
click-through rates (CTR) whereas content based approaches perform 6% on the
average with CTRs. In stereotyping there are certain limitations: firstly, they
have pigeonhole users (The pigeonhole principle states that if n items are put into
m containers, with n>m, then at least one container must contain more than one

item).

Secondly, all the persons may not be categorized as beginners or expert because in
some cases may be an expert person wants to look into the very basic information.
This does not fit well in case of all persons. In addition to this, stereotyping
performs manual classification for each single facet, which is highly laborious work.

Because of this the number of items becomes limited.

In case of research papers, the recommender system recommends those papers
to the users that are co-viewed frequently by the user with the browsed paper
[42, 43, 44]. To determine the relatedness between the papers, an extended for of
co-citation is known as Citation Proximity Analysis (CPA) used [31]. It enhances
the precision by considering the position of citation within the text. The cited
papers are believed to be more relevant if the proximity of references is closer

enough within the paper.

The key benefits of Citation Proximity Analysis are: (1) Identification of relevant
section within the research article and (2) greater precision as compared to co-
citation analysis, keyword based approaches and bibliographic coupling. (3) It

enhances the precision by considering the position of citation within the text.
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TABLE 2.1: Critical Analysis of Different Approaches Containing Parameters,
Contribution, and Claims

Ref Parameters

Contribution

Claims

[51]

[52]

Collection of charac-
teristic / facets for
beginners or expert
users.

The important as-
pect of co-occurrence
recommendation

is to emphasis the
relatedness of the
papers instead of
similarity. The
relatedness does
not depend on the
feature of two items
instead it is fo-
cused on how closely
the two items are
coupled together.

The search result will
be filtered on the ba-
sis of two classes that
are beginner and ex-
pert.

In case of research
papers, the recom-
mender system rec-
ommends those pa-
pers to the wusers
that are co-viewed
frequently by the user
with the browsed pa-
per,to determine the
relatedness between
the papers.

In stereotyping there
are certain limitations:
firstly, they have pigeon-
hole users.

Secondly, all the persons
may not be categorized
as beginners or expert
because in some cases
may be an expert per-
son wants to look into
the very basic informa-
tion.

This does not fit well in
case of all persons. In
addition to this, stereo-
typing performs manual
classification for each
single facet, which is
highly laborious work.
Because of this the num-
ber of items becomes
limited.

The significance of co-
occurrence is not suit-
able all the time. For
instance on arXiv.org,66
percent papers of to-
tal volume do not
have co-citations.
Whereas those papers
that contain citations

are not more than
one or two [59][60].
Furthermore,the rec-

ommendation can only
recommend papers if
they co-occurred atleast
once  with  another

paper.
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Continued Table 2.1: Critical Analysis of Different Approaches Containing Pa-
rameters, Contribution, and Claims

Ref Parameters

Contribution

Claims

[38]

[25]

Cou-
finding
research

Bibliographic
pling  for
related
articles.

They suggested tech-
nique by combining
co-citation and bib-
liographic technique
to find the relevant

documents.
They  used Cue
Phrases and Cue

words as features

They proposed that
two research articles
A1l and A2 are biblio-
graphically coupled if
they have cited the
same research docu-
ment.

They performed a
user study on 1,712
documents.

The system gener-
ated a better result
on seen research ar-
ticles and average re-
sults on unseen re-
search articles.

In the course of ex-
periments, Kessler
discovered that if two
documents have more
than one common pa-
per cited, then there
is a close association
between the two pa-
pers. The experimental
evaluation of recom-
mended approach is
carried out by selecting
8,521 research articles
from 795 different re-
sources having 137,000
references.

Their outcomes revealed
that using both the bib-
liographic coupling of
documents and their co-
citations i.e. cited and
citing documents, give
better outcomes in com-
parison with using only
the co-citations or bibli-
ographic coupling.

With the change in the
domain the new exten-
sive list of cue-words
and cue-phrases needs
to be developed. Con-
struction of 195 lexical
matching rules and 14
parsing rules needs ex-
pert human-level knowl-
edge. Ten (10) citation
categories and their fur-
ther division into 35 cat-
egories can cause conflic-
tion with each other.
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Continued Table 2.1: Critical Analysis of Different Approaches Containing Pa-
rameters, Contribution, and Claims

Ref Parameters

Contribution

Claims

[21]

[17]

[16]

[26]

Cue-phrases and cue-
words

In-text citations
count, count based
features, similarity-
based features,

context based fea-
tures, position based
features.

In-text citations
count, similarity
between abstracts.

They used 5 fea-
tures for classifica-
tion which includes
title similarity, au-
thor overlap, refer-
ences, abstract and
cue terms

The system gained F-
measure of 0.71

In-text citations
count precision is
0.35 and it out-

classed other features

The F-measure score
is 0.65 and in-text
citation count fea-
ture  outperformed
all other 11 features
with the precision of
0.37.

The system gained
0.68 precision value
just by depending on
freely available meta-
data.

With the change in the
domain the new exten-
sive list of cue-words
and cue-phrases needs
to be developed and
there is need to recre-
ate list for every new
dataset. Citations are
annotated where manu-
ally selected words ap-
pear and not annotated
where manually selected
words dont appear e.g
better.

It ignores important cue
phrases which occur im-
mediately before and af-
ter the in-text citations.

It ignores important
cure phrases which oc-
cur immediately before
and after the in-text
citations.  The list of
keywords needed to be
updated for every new
dataset.

They used metadata for
important citations ex-
traction that was not
domain-specific.
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2.10 Conclusion

This chapter has presented a detailed comprehensive review of state-of-the-art and
contemporary approaches for the task of citation classification and research paper
recommendations. The approaches proposed in the citation classification task has
been classified into broad level categories such as: Citation Count, Automated
Citation Classification, Quantitative Citations etc. Furthermore, this thesis has
identified a closely relevant research area known as: research paper recommen-
dations. Researchers in this research task identify relevant research papers for a
focused research paper. Researchers have contributed in this area in the last two
decades. Their best approaches and learning from the last 20 years have been
applied in this research thesis for the task of citation classification which is more
focused on finding a relevant research paper for the cited paper from the list of
citing papers. The literature found for the task of Research paper recommender
systems has been critically classified into following categories: Stereotyping, meta-

data, content based filtering, and hybrid approaches etc.

All papers from the literature were critically reviewed and this chapter has con-
cluded the following gap in the literature of citation classification. Researchers
have focused on metadata, in-text citation frequency, and cue-phrases to identify
the relevance between citing and cited paper. However, a paper is actually rep-
resented by the content it contains. Authors of the paper explains their ideas to
the scientific community using the content of the research papers. Such content
has not been used by the research community working on the Citation Classifica-
tion Task. This might be due to the fact that content was not openly available
before the implementation of open access research publications which now have

been adapted by many publishers.

Furthermore, it has been identified that for the task of Research paper recom-
mender systems in the last 20 years, scientific community has applied content
based approaches most of the time (55% of the time), to get best accuracies. It
has a clear evidence that if the content of citing and cited papers may be utilized

for the task of citation classification, the probability of achieving good accuracy is
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high. Off course, such approach can only be applied when the complete content is
available. Therefore, this thesis explore different possibilities of finding similarities
between the content of citing and cited papers such as: (1) complete content, (2)
section wise content with average weights, (3) section wise content with weighted

average.



Chapter 3

An Innovative Approach to

Identify Important Citations

This research proposes a comprehensive methodology to identify important citing
papers for a cited paper by using the content of the pair (cited and citing paper).
The content-based approach has been successfully applied in the last two decades
for relevant research paper recommendations [27, 106]. Taking inspiration from
this research, this study evaluates two types of content-based comparisons between
the citing and cited paper pairs. In the literature, the documents entire content has
been used to identify relevant papers. However, in this study, we not only adapt the
standard content-based approach for the task of important citation identification,

but also propose a novel approach termed as section-wise content-based similarity.

Figure: 3.1 depicts the complete methodology proposed in this study. In the first
step of Figure 3.1, a benchmark dataset is selected which provides input for both
approaches (content-based approach and section-wise content-based approach).
The left side of Figure 3.1 presents methodological steps of the section-wise
content-based approach, which produces a similarity score for each section. The
right side of Figure 3.1 depicts the content-based approach, which produces an
overall content similarity score between the two papers. Both approaches produce
top-recommended papers. Thus, Figure 3.1 depicts a state-of-the-art evaluation
and comparison strategy. The following sections elaborate on each step of this

process in detail.

40
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3.1 Benchmark Datasets

The dataset selected to perform the experiments is the benchmark dataset devel-
oped by Valenzuela et al. [14]. This benchmark dataset is freely available online.
The dataset belongs to the field of information systems and encompasses 465 an-
notated paper-citation pairs collected from the Association of Computational and
Linguistics (ACL) anthology. The ACL anthology is a digital archive of research
papers in computational linguistics and a citation network containing only those
papers and citations which are published in the ACL anthology itself. Table 3.1
provides a clear description of the dataset. The first column represents the two
domain experts who annotated the dataset, denoted A and B in the Annotator col-
umn. The second column contains the source paper ID from the ACL anthology.

The third column contains the IDs of the citing papers for the source paper.

The fourth column Follow-up contains the score assigned by the annotators (i.e. 0
for incidental and 1 for important paper-citation pairs). The dataset also contains
Portable Document Format (PDF) files, which were converted into text files to

extract the full content and sections of the papers.

TABLE 3.1: Benchmark Dataset

Annotator Paper Cited by Follow-up
A A00-1043 C00-2140 0
A A00-1043 P02-1057 0
A A97-1011 WO09-1118 1
A A97-1011 A00-2017 1
B P05-1045 C10-1083 1
B P05-1045 C10-1087 0
B P05-1045 C10-1105 1
B P05-1045 C10-1131 1
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FIGURE 3.1: Proposed Methodology
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3.2 PDF to Text Conversion

The PDF research articles are available on ACL anthology. These articles contain
all the logical sections of a research paper. After this, we used the PDFBox tool
that converts PDFs into text files. These files contain the combination of all
sections (e.g. Abstract, Introduction, Literature Review, Methodology, Results)
of research articles as shown in Figure 3.2 The PDF file in Figure 3.2 contains
different headings (i.e. Abstract, Introduction, etc.). These headings are treated

as different logical sections. We extracted these logical sections manually from

this PDF.

Then we generated five text folders. Each folder contains one section of all pa-
pers. For example, one folder of Abstract contains all the Abstract sections of all
papers available in the benchmark dataset. Similarity, five folders were created
for Abstract, Introduction, Literature Review, Methodology, Results as shown in
Figure 3.3 and Figure 3.4. All of the required five logical sections of research
articles based on headings have been extracted on a similar pattern as explained

above.

Abstract

Input Output
We present an extension of phrase-based word () () word
statistical machine translation models that lemma () ) lemma
enables the straight-forward integration of S no i o i
additional annotation at the word-level — part-of-spesch () =—ji~ () partof-speec
may it be linguistic markup or automati- morphology () () morphology
cally generated word classes. In a num- word class

ber of experiments we show that factored

word class (_7;\ O
translation models lead to better transla-

tion performance, both in terms of auto-
matic scores, as well as more grammatical
coherence.

1 Introduction

The current state-of-the-art approach to statistical
machine translation, so-called phrase-based models,
is limited to the mapping of small text chunks with-
out any explicit use of linguistic information, may
it be morphological, syntactic, or semantic. Such
additional information has been demonstrated to be
valuable by integrating it in pre-processing or post-
processing steps.

However, a tighter integration of linguistic infor-
mation into the translation model is desirable for two
reasons:

Figure 1: Factored representations of input and out-
put words incorporate additional annotation into the
statistical translation model

by general syntactic principles, local agreement
constraints show up in morphology, etc.

Therefore, we extended the phrase-based ap-
proach to statistical translation to tightly integrate
additional information. The new approach allows
additional annotation at the word level. A word in
our framework is not only a token, but a vector of
factors that represent different levels of annotation
(see Figure 1).

We report on experiments with factors such as

F1Gure 3.2: Logical Sections in PDF File
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Abstract

We present an extension of phrase-based statistical
machine translation models that enables the straight-
forward integration of additional annotation at the
word-level may it be linguistic markup or
automatically generated word classes. In a number of
experiments we show that factored translation models
lead to better translation performance, bothin terms of
automatic scores, as well as more grammatical
coherence.

FI1GURE 3.3: Logical Section Abstract

Introduction

The current state-of-the-art approach to statistical
machine translation. so-called phrase-based models, is
limited to the mapping of small text chunks without
any explicit use of linguistic information. may it be
morphological, syntactic, or semantic, such additional
information has been demonstrated to be valuable by
integrating it in pre-processing or post-processing
steps. However, a tighter integration of linguistic
information into the translation model is desirable for
two reasomns.

FI1GURE 3.4: Logical Section Introduction

3.3 Pre-Processing

Pre-processing is required to reduce noise from the dataset and to improve the
quality of achieved results that have been produced by the proposed methodology.
In order to achieve such an outcome, the pre-processing phase is split into two

parts.

In first part, we have used a process to remove the stop words from the contents of
research articles and in the second part, we have utilized the stemming procedure
to transform all remaining terms into their base words or root words for experi-

mentation. The following is a step-by-step summary of these two approaches:
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3.3.1 Stop-Words Removal

The words like the, in, an, a, and, as, at, be, by, for, is, are, which, from, that, has,
he, is, its, of, on, to, was, were, will, with occur frequently in English language
sentences. So, there is a need to remove these stop words from the contents of
different logical sections to obtain rare terms from the content. For removing the
stop words, we picked the Onix Text Retrieval Toolkit Stop word List for removing

stop words.

3.3.2 Stemming

The stemming procedure converts terms/words from research articles’ contents
into their root words. For example, if two terms such as retrieval in the cited paper
and retrieved in the citing paper are syntactically matched without the stemming
process, these two words will not match. The Porter Stemming Algorithm is
used to transform terms/words into their root words [107]. Words like retrieval,
retrieved, and retrieves, for example, will be converted to their base word retriev.

The full logical sections of the research articles were subjected to this algorithm.

3.4 Content-Based Approach

The content-based approach is the most dominant method for the task of relevant
paper recommendation [27, 106]. In this study, we propose using the content-based
approach to find important citing papers for each cited paper. The implementation
steps for the content-based Similarity approach are shown on the right side of Fig-
ure. 3.1. This study employs Lucene indexing. The Apache Lucene application
programming interface (API) is considered the standard software for term index-
ing. It is widely used by researchers for indexing and finding content similarities
[15]. For the extraction of important terms, the papers full content are provided to
the Apache Lucene API. Apache Lucene API indexes all terms within the content.
Subsequently, the term frequency inverse document frequency (TF-IDF) scheme

is used to extract important terms from the indexed terms. The term extractor
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TF-IDF can be mathematically defined as given in equation 3.1. This equation
is implemented for all citing and cited papers in the dataset. The basic idea of
the TF-IDF technique is elaborated with the following example. For instance, the
term T1 frequently occurs in document D1, but T1 is not found frequently in the
other documents D2 to Dn. Thus, the conclusion is reached that term T1 is the
most important term for document D1. Conversely, if any term T2 frequently
exists in all documents D1 to Dn, it means that term T2 is not important at all

to distinguish documents.

tf — Idf(t,d, D) = tf(t,d) = ldf (t, D) (3.1)

The next step is to measure the similarity of the papers content. For this pur-
pose, the cosine similarity technique is used. Equation 3.2 shows the mathematical
model for cosine vector similarity computation. The important terms extracted
from document D1 are presented as vector A and the important terms from doc-
ument D2 as vector B. The rule of 30 [108] is applied to build the vector A and

B, which means top 30% terms are selected to form the term vectors.

A.B

AlB (3-2)

Content — Simailarity =

Cosine similarity was computed for each document compared to all other docu-
ments. The generated similarity scores lie between 0 and 1. All text files received a
similarity score using the cosine technique. After calculating the cosine similarity
scores, the results were sorted in descending order to obtain a ranked list of the

top 3 (T@3) and top 5 (T@5) recommended papers.

3.5 Section-wise Content Similarity Approach

The implementation steps for the section-wise content similarity approach are
shown on the left side of Figure 3.1. The Apache Lucene API was again used to
index the terms. The similarities between corresponding sections of the papers

were identified. To extract the important terms, the content of corresponding
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paper sections were provided to the Apache Lucene API. Apache Lucene API in-
dexed all terms in the section. Then, the TF-IDF technique was used to identify
the most important indexed terms. The term extractor TF-IDF can be mathe-
matically defined as given in equation 3.3. This equation was implemented for all

corresponding sections of the citing and cited papers in the dataset.

tf —1df(t,s,S) = tf(t,s) % ldf(t, S) (3.3)

In equation 3.3, t represents the important terms in section s whereas s represents
the section content of the cited paper and S the content of the corresponding
section of all citing paper. The section-wise similarity technique is used to mea-
sure the similarity between corresponding sections. The mathematical model for
section-wise similarity is given in equation 3.4. The vector V1s refers to the ex-
tracted important terms for section s of cited paper P1, while the vector V2s refers
to the important terms for the corresponding section s of citing paper P2. The
rule of 30 [108] is applied to build the vector V1 and V2, which means top 30%

terms are selected to form the term vectors.

V1s.V2s

Section — wiseSimilarity = W

(3.4)

The section-wise similarity was computed for each section and was compared to
all the corresponding sections. The generated section-wise similarity scores lies
between 0 and 1. All text files received a similarity score using the section-wise
similarity technique. After obtaining the similarity scores, the results were sorted
in descending order to create a ranked list of the top 3 and top 5 recommended

papers.

3.6 Section-Wise Research Paper Ranking

In every research article, there are five logical sections, which are as follows: an
abstract, an introduction, a literature review section, a methodology section, and

a section on the results. Each research article can be represented in the form
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of vector. To further grasp it, let’s look at an example. If we have two research
articles, represented as D1 and D2 respectively. Then D1 is a cited article donated
by vector A and D2 is a citing article donated by vector B. Now we want to
compare vector A with vector B in order to determine how similar they are. To
determine the degree of similarity between vector A and vector B, the cosine
similarity technique is applied. Similarly, the cosine similarity of each logical
section of a research article is calculated and compared to the cosine similarity
of all research article sections included in the dataset. All research articles were
given a similarity score, which was then sorted in descending order in the form
of a rank list to show how similar they were. In the end, we combined similarity
scores from different logical sections of research articles using average (mean) and

weighted average methodologies, which will be elaborated in the following section.

Algorithm 1 Extraction of logical section for identification of important citations
Input: Research documents in PDF
Output: Ranking of logical sections of research documents

1. Cited-Document < Assign All cited documents

2:  Citing-Document < Assign All citing document Against cited documents
3: for x in cited-documents do

4: for each section in x do \\ Read all secions of document x
5: for each citing in citing-documents/z/ do \\ Citing document
6: for each section in citing do

7 if x[section|== Citing-section

8: Text[I]=Cosine-Similarity (x[section]|,Citing section)

9: Score[section|<«—Cosine-Similarity (x[section],Citing section)
10: End for Loop

11: End for Loop

12: Sort-Score<—Sort-in-Desending(Test[1])

13: Average[section]<—(Average[section|+F-measure(Sort-Score))

14: End for Loop

15:  End for Loop

The worst case analysis of the algorithm given above:

= O(m+n) * TFt,d; log((m+n)/DFt) + O(m) * O(ms;) * O(n) * O(ns;)
= O(m+n) * TFt,d; log((m+n)/DFt) + O(m) * O(1) * O(n) * O(1)

= O(m+n) * TFt,d; log((m+n)/DFt) + O(m) * O(n)

= O(m+n) * TFt,d; log((m+n)/DFt) + O(m*n)

= 0(m*n)
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Where

m is no. of cited papers

n is no. of citing papers or m <n

ms; is no. of sections in i cited paper.

ns; is no. of section in j* citing paper.

m+n is the total no. of articles in the dataset.

TFt.,d; is the frequency of a specific term t in document d;

DEFt is the no. of documents which include a specific term t

The logical sections in research papers vary from 5 to 6. For example, each of the
research articles given in the dataset used in this research has 5 logical sections

and it is a constant number of computations.

3.7 Techniques for Combining Similarity Scores

of Logical Section

The similarity scores of corresponding logical sections were computed for example
Abstract of citing paper and Abstract of cited paper. Similarly, Introduction Vs
Introduction, Literature Review Vs Literature Review, Methodology Vs Method-
ology and Results Vs Results. We have further joined sections in all possible

combinations illustrated below.

1) Abstract + Introduction Vs Abstract + Introduction

2) Abstract + Literature Review Vs Abstract + Literature Review

3) Abstract + Methodology Vs Abstract + Methodology

4) Abstract + Results Vs Abstract + Results

5) Introduction + Literature Review Vs Introduction + Literature Review

6) Introduction + Methodology Vs Introduction + Methodology
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7) Introduction + Results Vs Introduction + Results

8) Literature Review + Methodology Vs Literature Review + Methodology
9) Literature Review + Results Vs Literature Review + Results

10) Methodology + Results Vs Methodology + Results

11) Abstract + Introduction + Literature Review Vs Abstract 4+ Introduction +

Literature Review
12) Abstract 4+ Introduction + Methodology Vs Abstract + Introduction + Method-
ology.

13) Abstract + Introduction + Results Vs Abstract + Introduction + Results

14) Abstract + Literature Review + Methodology Vs Abstract 4+ Literature Re-

view + Methodology

15) Abstract + Literature Review + Results Vs Abstract + Literature Review+
Results

16) Abstract + Methodology + Results Vs Abstract + Methodology + Results

17) Introduction + Literature Review + Methodology Vs Introduction + Litera-

ture Review + Methodology

18) Introduction + Literature Review + Results Vs Introduction + Literature

Review + Results

19) Literature Review + Methodology + Results Vs Literature Review + Method-
ology+ Results

20) Abstract + Introduction + Literature Review + Methodology vs Abstract+

Introduction + Literature Review + Methodology

21) Abstract + Introduction + Literature Review + Results vs Abstract + Intro-

duction+ Literature Review + Results

22) Introduction + Literature Review + Methodology + Results vs Introduction+
Literature Review 4+ Methodology + Results

23) Abstract + Introduction + Literature Review + Methodology + Results vs
Abstract 4+ Introduction + Literature Review + Methodology + Results
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Every possible combination of logical sections that are mentioned above has been
combined with one another using the Average and Weighted Average techniques,

which are briefly discussed in the following sections 3.7.1, and 3.7.2.

3.7.1 Average

An average, also known as an arithmetic mean, is calculated by adding the num-
ber of values in a cluster and dividing them with the total number of values in
the cluster. This research utilizes the average technique to combine the similarity
scores of different logical sections of research articles, as discussed in section 3.6
of this chapter. The mathematical representation of arithmetic mean is given by

the formula shown in equation 3.5.

TABLE 3.2: Combination of Two Sections by Using Average

C D E F G H I

Cited Citing Abstract Methodology Result Average Average
A97 P98 0.1184 0.2701 0.2312  0.1942 0.1748
A97 A00 0.1684 0.2338 0.1327  0.2011 0.1505
A97 E12 0.0606 0.1869 0.1765  0.1238 0.1185
A97 P01 0.0260 0.2266 0.1996  0.1263 0.1128
A97 W06 0.0446 0.2232 0.1362  0.1339 0.0904
A97 W04 0.0451 0.2019 0.1178  0.1235 0.0815
A97 W09 0.0227 0.1597 0.1255  0.0192 0.0741
A97 C00 0.0164 0.1525 0.7370  0.0845 0.0450

Average = % (3.5)

Where X,= X; + Xy + X3..X,, denotes the similarity scores of different sections

of research articles, and n denotes the total number of sections.

Example: To combine the similarity scores of two or more sections, we used the
average technique. Table 3.2 shows how the similarity scores from the Abstract
and Methodology sections are combined in column H, and the similarity scores

from the Abstract and Results sections are combined in column I using the average
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formula. Similarly, the average technique is used to combine different sections of

research articles, as discussed in section 3.6.

3.7.2 Weighted Average

Another experiment was conducted in which the logical sections were given dif-
ferent weights based on their importance. The weighted average technique was
used in this research to combine the similarity scores of different logical sections,

as discussed in section 3.6 of this chapter.

The formula shown in equation 3.6 was used in this technique. Every text file with
logical sections is given a weight based on the number of words counted in the file

using an online wordcounter.

(wl * counlt(sl))<x2 * counlt(sz)) + ([Ifn * counlt(sn))
Sum(

Weighted Average = (3.6)

1 1 1
count(sy) ) ? count(sz) >’ """ count(sn) )

Where x1, x2, and xn represent the similarity scores of the Abstract, Methodology,
and Result sections of research articles, respectively, and count(sl), count(s2),...,
count(sn) represents the total number of words in the Abstract, Methodology, and

Result sections.

Example To combine the similarity scores of different logical sections of research
articles, the weighted average technique is used. Abstract section similarity score
and weights (i.e. count(abstract) are presented in Column F and Column G,

respectively, as shown in Figure 3.6.

The score and weights for the Methodology section (i.e. count(methodology)) are
displayed in columns I and J, respectively. In the last column (i.e. Column L) of
Table 3.3. The weighted average of the Abstract and Methodology sections is
calculated using the formula shown in equation 3.6. In this study, the weighted
average formula is used to combine the similarity scores of various sections of

research articles discussed in section 3.7.
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TABLE 3.3: Combination of Two Sections by Using Weighted Average

D E F G H I J K L

Cited Citing Abstract Cnt 1/G  Method Cnt 1/J WAvg

A97 P98 0.1184 84 0.0119 0.2701 748  0.0013 0.0286
A97 A00 0.1684 59 0.0169 0.2338 1078 0.0009 0.0149
A97 E12 0.0606 124 0.0080 0.1869 1689 0.0005 0.0132
A97 P01 0.0260 179 0.0055 0.2266 426 0.0023 0.0671
A97 W06 0.0446 110 0.0090 0.2232 1179 0.0008 0.0194
A97 W04 0.0451 71 0.0140 0.2019 1534 0.0006 0.0095
A97 W09 0.0227 84 0.0119 0.1597 410 0.0024 0.0274
A97 C00 0.0164 95 0.0105 0.1525 630  0.0015 0.0201

3.8 Evaluation Parameters

The proposed approach was evaluated using standard evaluation parameters used
by state-of-the-art approaches, namely by (1) Valenzuela et al. [14], (2) Qayyum
and Afzal [24], and Nazir et al. [26]. The evaluation parameters used by state-
of-the-art approaches are precision, recall, and F-measure. The definition of each

parameter is given below:

The formula to calculate the precision is shown in equation 3.7. The dataset con-
tains citations classified as important and non-important. Precision in identifying
important citation using the proposed technique is defined as the ratio of citations
correctly classified as important citations to the total number of citations classified

by the technique as important citations.

Correctly classified as important citations

Precision = (3.7)

Total number of classified as important citations

The formula to calculate the recall is depicted in equation 3.8. Recall in identifying
important citations using the proposed technique is defined as the ratio of citations
correctly classified as important citations to the total number of citations which

are in actual fact important citations.

correctly classified as important citations

Recall =

Actual ”important citation”
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The F-measure is the harmonic mean of precision and recall and is calculated as

shown in equation 3.9.

2 % (Precision * Recall)

(Precision + Recall) (3.9)

F — measure =

The precision, recall, and F-measure for each cited paper were calculated against
all of its citing papers by considering the classification presented in Valenzuela et
al. [14]. Subsequently, the average precision, recall, and F-measure were calculated
for the full dataset. Then, the precision, recall, and F-measures for the state-of-
the-art approaches were taken from the original published papers [14, 23, 25], all

of which worked on the same dataset.

3.9 Conclusion

Therefore, this research applies two types of content-based filtering methods.
Firstly, the complete content of both the citing and cited paper is used to catego-
rize the citing paper as an important /non-important citation for the cited paper.
Furthermore, a novel section-based approach to citation classification is proposed.
This chapter has proposed a comprehensive methodology adapted from other do-
mains where content based filtering approach has been successfully employed. This
chapter presented comprehensive methodology to exploit the complete content,
section-wise content, and section-weights. Furthermore, the evaluation parame-
ters have been discussed and the baseline approaches have been highlighted. The

results will be discussed in the chapter 4.



Chapter 4

Results and Findings

This thesis has proposed two approaches for the task of the citation classification.
This chapter presents the analysis of results for both of the proposed approaches.
Furthermore, comparisons have been made with the state-of-the-art recent ap-
proaches which have worked on the same dataset. The objectives of this chapter
are twofold: Firstly, we sought to identify the applicability of using content to
identify important citations. This refers to both approaches, i.e. using the full
content and evaluating individual sections. Secondly, we sought to compare the
results with existing state-of-the-art approaches proposed by Qayyum and Afzal
[24], Valenzuela et al. [14], and Nazir et al [26]. Section 4.1 presents the results
and evaluation of the two proposed approaches, whereas Section 4.2 compares the

best results from the proposed approach with contemporary approaches.

4.1 Results and Evaluation of the Proposed
Approaches

Our first approach was to adapt a content-based filtering technique for citation
classification. The second approach was to apply the same content-based technique
to individual paper sections, namely the abstract, introduction, literature review,
methodology, and results sections. Subsequently, we discuss which section plays
the best role in classifying citations into two classes, important and non-important.
Specifically, the following six similarity-based rankings were computed.

%)
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1. Full content similarity-based ranking

2. Abstract-section similarity-based ranking

3. Introduction-section similarity-based ranking
4. Literature section similarity-based ranking

5. Methodology-section similarity-based ranking
6. Results-section similarity-based ranking

In the next section, the section-based similarity rankings (No. 2 to No. 6 above)

will be compared to the full-content-based ranking (No. 1 above).

4.1.1 Evaluation of Proposed Six Rankings

This section presents the results for all six similarity rankings proposed in this re-

search and listed above. The first ranking is a full-content similarity-based ranking.

4.1.1.1 Full Content Similarity-based Ranking

In this ranking, the full content of the cited document is taken and compared to the
full content of the citing documents in the list. Similarity scores are calculated for
comparison purposes. Afterwards, the similarity scores are sorted in descending
order to rank the top 3 as well as top 5 citing documents for each cited paper. Then
precision, recall, and F-measure scores are calculated. In the end, a cumulative
F-measure for the top 3 and top 5 documents is calculated and compared to the
F-measure for the top 3 and top 5 documents identified using the other similarity
rankings listed above. The cumulative F-measure for the full-content similarity-
based ranking was 0.63 for the top 3 documents and 0.65 for the top 5 documents,
respectively. This is a significant result obtained by solely examining the content
of research papers. It will be compared with existing state-of-the-art approaches

in the next section.
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4.1.1.2 Abstract-section Similarity-based Ranking

The second ranking was produced by computing the similarity between the ab-
stracts of the cited and citing documents. The cumulative F-measures for the
abstract-section similarity-based ranking were 0.70 for the top 3 documents and
0.69 for the top 5 documents, respectively. Recall that the cumulative F-measures
for the full-content similarity-based ranking were 0.63 and 0.65, respectively. Com-
parisons between the abstract section similarity and full-content similarity are
shown in Figure 4.1 and 4.2 for the top 3 and top 5 ranked documents, respec-
tively. The cited paper number is listed on the x-axis and the F-measure score
on the y-axis. The red line shows the F-measure for each cited paper using the
full-content approach, whereas the blue line shows the abstract section-based F-
measure. For most of the cited papers, the red line and blue line follow the same
path, meaning that both approaches produced the same results in these cases. It
is also clear from Figure 4.1 and 4.2 that when the results of abstract-based
similarity and content-based similarity differ, abstract-based similarity produces
more accurate results. This result clearly shows that abstract-section similarity-
based ranking outperforms full-content similarity-based ranking. This is because
the abstract is a concisely written paper section of just a few hundred words in
which the author has to explain the whole idea of the research paper, including
motivation, research gap, state-of-the-art, research question, methodology, results,

and comparisons.

Thus, the abstract has more descriptive power regarding the context and contribu-
tion of a research paper. In contrast, the full content of a paper encompasses many
different sections, including the introduction, literature review, etc., which might
not be feasible to compare and might not deliver such strong results. Research
papers abstracts are normally available for free for both citing papers as well as

cited papers.

4.1.1.3 Introduction-Section Similarity-Based Ranking

The third proposed ranking involves the introduction sections of the cited and

citing papers.
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The cumulative F-measures for the introduction-section similarity-based ranking
were 0.57 for the top 3 documents and 0.59 for the top 5 documents, respectively.
Recall that the cumulative F-measures for the full-content similarity-based ranking

were 0.63 and 0.65, respectively.

This result clearly shows that full-content similarity-based ranking outperforms
introduction-section similarity-based ranking. The results are shown in Figure
4.3 and 4.4. An in-depth analysis of the terms identified as important for the
introduction sections of some of the randomly selected papers illustrates the rea-
son for such results. The introduction section is usually an extended version of
the abstract. The general flow of the introduction section is as follows: (1) back-
ground of the problem, (2) existing state-of-the-art approaches, (3) research gap,
(4) methodology, and (5) results and comparisons. Accordingly, most of the con-
tent in papers introduction sections tends to be very similar, leading towards the
citing paper to be considered an important citation for the cited paper. Moreover,

this section is typically not very long.

4.1.1.4 Literature Section Similarity-based Ranking

The fourth ranking was produced by examining the content of the literature review
sections of the cited and citing paper pairs. The cumulative F-measures for the
literature section similarity-based ranking were 0.59 for the top 3 documents and
0.62 for the top 5 documents, respectively. Recall that the cumulative F-measures
for the full-content similarity-based ranking were 0.63 and 0.65, respectively. The

results are shown in Figure 4.5 and 4.6.

This result clearly shows that full-content similarity-based ranking outperforms
literature-section similarity-based ranking. This is because the literature review
section contains very generic terms to explain others work. Every author has a
unique way of writing the literature review section by explaining existing ap-
proaches in the respective research areas and critical analyzing the literature.
Therefore, the literature review section is not significant for identifying contex-

tual similarities between cited and citing pairs.
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4.1.1.5 Methodology-Section Similarity-Based Ranking

The fifth ranking was achieved by examining the content of the methodology
sections of both cited and citing papers. The cumulative F-measures for the
methodology-section similarity-based ranking were 0.72 for the top 3 and 0.66
for the top 5 documents, respectively. Recall that the cumulative F-measures for
the full-content similarity-based ranking were 0.63 and 0.65, respectively. The
results are represented in Figure. 4.7 and 4.8. This results clearly show that
methodology-section similarity-based ranking outperforms full-content similarity-
based ranking. The results demonstrate the expressive power of the cited papers
methodology section to identify important citations from the list of citing papers.
The methodology section presents the study conceptualization of both papers,
which involves the use of similar domain-related terms. Nevertheless, while the
results for the methodology section were good, the results for the abstract were

even better.

4.1.1.6 Results-Section Similarity-Based Ranking

The sixth and final ranking proposed in this research is depicted in Figure. 4.9
and 4.10. This ranking was achieved by comparing the content of the results sec-
tions of both papers. The cumulative F-measures for the results-section similarity-
based ranking were 0.64 for the top 3 and 0.63 for the top 5 documents, respec-
tively.

Recall that the cumulative F-measures for the full-content similarity-based rank-
ing were 0.63 and 0.65, respectively. This result clearly shows that results-section
similarity-based ranking and full-content similarity-based ranking are approxi-
mately equal. The results section is also an important section of a research paper,
as it reports the important findings of both cited and citing papers. The results
section similarity was found to be significant when: (1) both papers address the
same topic and use a common vocabulary of terms for the specific domain, (2)
both papers use the same dataset, (3) both papers apply similar evaluation met-
rics, and (4) both papers compare their results with the same/similar research

papers.
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4.1.1.7 Conclusion of Six Similarity-Based Ranking

This section has reported the results of all six proposed rankings. The full-content-
based ranking was adapted from the domain of identifying relevant research papers
[28, 109]. Furthermore, this research proposed the novel approach of section-
based similarity. Five further rankings could be calculated when applying this
proposed approach. The content of the five major sections of research papers,
namely abstract, introduction, literature review, methodology, and results, were

systematically compared.

The results indicate that examining content alone makes it possible to identify
important citations for the cited paper from the list of citing papers. Further-
more, the abstract, methodology, and results sections achieved similar or better
results compared to the full content of research papers. Specifically, the abstract
section outperformed the full content of research papers. Therefore, we conclude
that papers abstracts should be used to compute content-based similarity for two
reasons: (1) better performance compared to the full-content approach, and (2)

abstracts are normally freely available.

Figure 4.1-4.10 present the results of the five proposed rankings based on com-
paring individual paper sections. Figure 4.11 compares the results of six proposed
ranking approaches. The complete content achieved the highest precision of 0.68;
however, the abstract alone achieved a very close precision score of 0.66. Fur-
thermore, the abstract alone was able to achieve a very high recall value of 0.94,
second only to the methodology section. Due to this high recall, the abstract out-
performed all other approaches in terms of F-measures. Therefore, out of the five
proposed section-wise rankings, the abstract section was selected to be compared

to existing state-of-the-art approaches in the following sections.

During the experimentation, two single similarity-based rankings, Introduction-
section and Literature-section, have produced lower F-measure values than the
Full-Content similarity-based ranking. These sections normally carry larger por-
tion of the paper than the other sections. Therefore, authors of papers have to

write the broad level introduction and background of the research area. Due
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to large coverage of terms, contents written in these sections remained dissimilar
even when two papers were relevant. As a result, these two rankings (Introduction-
section and Literature-section) were skipped for further testing. For subsequent ex-
perimentation, we simply utilized three rankings (Abstract-section, Methodology-
section, and Result-section) in all conceivable combinations. Table 4.1 shows all
of the possible combinations of Abstract-section, methodology-section, and Result
section. To create double and triple similarity-based ranking parameters, each pa-

rameter is joined with all other parameters in all possible ways using the Average

and Weighted-average approaches.

TABLE 4.1: All Possible Combinations

Average
1 Abstract+Methodology Vs Abstract+Methodology
2 Abstract+Results Vs Abstract+Results
3 Methodology+Results Vs Methodology+Results
4 | Abstract+Methodology+Results Vs Abstract+Methodology+Results
Weighted Average
5 Abstract+Methodology Vs Abstract+Methodology
6 Abstract+Results Vs Abstract+Results
7 Methodology+Results Vs Methodology+Results
8 | Abstract+Methodology+Results Vs Abstract+Methodology+Results
Proposed All Content and Section-wise
Approached
120
100
0.80
0.60
0.40
020
0.00 .
Abstract IntrnD:uch Literature ME:;:dn] Results Cnr;::nts
W Precision 0665 0.63 0.57 0.61 0.61 0.68
B Recall 0.94 0.90 0.76 1 0.94 0.76
. H F-Measure | 074 0.67 0.62 0.71 0.69 0.68

FIGURE 4.11: Comparison of the Six Proposed Rankings
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4.2 Combination of Double Parameters

using Average Results

4.2.1 AVR(Abstract-Methodology-Sections Similarity-Based
Ranking)

In this ranking technique, the contents of abstract and methodological sections of
cited document was compared with the contents of corresponding logical sections
(i-e abstract and methodology) of all citing documents. Then the similarity score
was computed between the logical sections of cited and citing documents. The
combination of similarity scores of two logical sections (abstract and methodol-
ogy) was done by utilizing the average formula depicted in equation 3.5. The
computed score was then arranged in descending order. This score was utilized
to rank the top 3 and top 5 documents. The F-measure for each cited document
was computed individually. The cumulative F-measures for the AVR(abstract-
methodology-section similarity-based ranking) were 0.74 for the top 3 documents
and 0.70 for the top 5 documents, respectively. Recall that the cumulative F-
measures for the full-content similarity-based ranking were 0.63 and 0.65, respec-
tively. Comparisons between the AVR(abstract-methodology-section similarity-
based ranking) and full-content similarity are shown in Figure 4.12 and 4.13 for

the top 3 and top 5 ranked documents, respectively.

The cited paper number is listed on the x-axis and the F-measure score on the
y-axis. The red line shows the F-measure for each cited paper using the full-
content approach, whereas the blue line shows the AVR/(abstract-methodology-
section similarity-based ranking) F-measure. For most of the cited papers, the red
line and blue line follow the same path, meaning that both approaches produced

the same results in these cases.

It is also clear from Figure 4.12 and 4.13 that when the results of AVR (abstract-
methodology-section similarity-based ranking) and content-based similarity differ,
AVR (abstract-methodology-section similarity-based ranking) produces more accu-

rate results.
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Avg (Abstract+Methodology) Vs All Content Top@3
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FIGURE 4.13: Avg (abstract + Methodology) Vs All Content Top 5

4.2.2 AVR(Abstract-Results-Sections Similarity-Based
Ranking)

In this ranking technique, the contents of abstract and results sections of cited

document was compared with the contents of corresponding logical sections (i-e
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abstract and results) of all citing documents. Then the similarity score was com-
puted between the logical sections of cited and citing documents. The combination
of similarity scores of two logical sections (abstract and results) was done by uti-
lizing the average formula depicted in equation 3.5. The computed score was then
arranged in descending order. This score was utilized to rank the top 3 and top 5

documents. The F-measure for each cited document was computed individually.

The cumulative F-measures for the AVR (abstract-results-section similarity-based
ranking) were 0.63 for the top 3 documents and 0.67 for the top 5 documents,
respectively. Recall that the cumulative F-measures for the full-content similarity-
based ranking were 0.63 and 0.65, respectively. Comparisons between the AVR (abst
ract-results-section similarity-based ranking) and full-content similarity are shown

in Figure 4.14 and 4.15 for the top 3 and top 5 ranked documents, respectively.

Avg(Abstract+Results) Vs All Content Top@3
F-Measure
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FIGURE 4.14: Avg(Abstract+Results) Vs All Content Top 3

The cited paper number is listed on the x-axis and the F-measure score on the y-
axis. The red line shows the F-measure for each cited paper using the full-content
approach, whereas the blue line shows the AVR(abstract-results-section similarity-

based ranking) F-measure. For most of the cited papers, the red line and blue line
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Avg(Abstract+Results) Vs All Content Top@5
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FIGURE 4.15: Avg(Abstract+Results) Vs All Content Top 5

follow the same path, meaning that both approaches produced the same results in
these cases. It is also clear from Figure 4.14 and 4.15 that the results of top 3
AVR(abstract-results-section similarity-based ranking) and content-based similar-
ity are equal, but the results of top 5 AVR (abstract-results-section similarity-based

ranking) outperforms the full-content similarity based ranking.

4.2.3 AVR(Methodology-Results-Sections Similarity-Based
Ranking)

In this ranking technique, the contents of abstract and results sections of cited
document was compared with the contents of corresponding logical sections (i-
e methodology and results) of all citing documents. Then the similarity score
was computed between the logical sections of cited and citing documents. The
combination of similarity scores of two logical sections (methodology and results)
was done by utilizing the average formula depicted in equation 3.5. The computed
score was then arranged in descending order. This score was utilized to rank the
top 3 and top 5 documents. The F-measure for each cited document was computed

individually. The cumulative F-measures for the AVR(methodology-results-section



Results and Findings 71

similarity-based ranking) were 0.67 for the top 3 documents and 0.67 for the top
5 documents, respectively. Recall that the cumulative F-measures for the full-
content similarity-based ranking were 0.63 and 0.65, respectively. Comparisons
between the AVR(methodology-results-section similarity-based ranking) and full-
content similarity are shown in Figure 4.16 and 4.17 for the top 3 and top 5

ranked documents, respectively.

Avg(Methodology+Results) Vs All Content Top@3
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FIGURE 4.16: Avg(Methodology+Results) Vs All Content Top 3

The cited paper number is listed on the x-axis and the F-measure score on the
y-axis. The red line shows the F-measure for each cited paper using the full-
content approach, whereas the blue line shows the AVR(methodology-results-

section similarity-based ranking) F-measure.

For most of the cited papers, the red line and blue line follow the same path, mean-
ing that both approaches produced the same results in these cases. It is also clear
from Figure 4.16 and 4.17 that the results of top 3 AVR(methodology-results-
section similarity-based ranking) outperforms against the full content-based sim-
ilarity, but the results of top 5 AVR(methodology-results-section similarity-based

ranking) and full-content similarity based ranking are approximately equal.
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Avg(Methodology+Results) Vs All Content Top@5
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FIGURE 4.17: Avg(Methodology+Results) Vs All Content Top 5

4.3 Combination of Double Parameters

using Weighted Average Results

4.3.1 Wt.AVR(Abstract-Methodology-Sections Similarity-
Based Ranking)

In this ranking technique, the contents of abstract and methodological sections of
cited document was compared with the contents of corresponding logical sections
(i-e abstract and methodology) of all citing documents. Then the similarity score

was computed between the logical sections of cited and citing documents.

The combination of similarity scores of two logical sections (abstract and method-
ology) was done by utilizing the weighted average formula depicted in equation
3.6. The computed score was then arranged in descending order. This score
was utilized to rank the top 3 and top 5 documents. The F-measure for each
cited document was computed individually. The cumulative F-measures for the

Wt.AVR (abstract-methodology-section similarity-based ranking) were 0.72 for the
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top 3 documents and 0.68 for the top 5 documents, respectively. Recall that
the cumulative F-measures for the full-content similarity-based ranking were 0.63
and 0.65, respectively. Comparisons between the Wt.AVR(abstract-methodology-
section similarity-based ranking) and full-con- tent similarity are shown in Figure

4.18 and 4.19 for the top 3 and top 5 ranked documents, respectively.

The cited paper number is listed on the x-axis and the F-measure score on the y-
axis. The red line shows the F-measure for each cited paper using the full-content
approach, whereas the blue line shows the Wt.AVR (abstract-methodology-section
similarity-based ranking) F-measure. For most of the cited papers, the red line
and blue line follow the same path, meaning that both approaches produced the

same results in these cases.

It is also clear from Figure 4.18 and 4.19 that when the results of Wt.AVR (abstr-
act-methodology-section similarity-based ranking) and content-based similarity
differ, Wt.AVR (abstract-methodology-section similarity-based ranking) produces

more accurate results.
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FIGURE 4.18: W.Avg(Abstract+Methodology) Vs All Content Top 3
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W.Avg(Abstract+Methodology) Vs All Content Top@5
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FIGURE 4.19: W.Avg(Abstract+Methodology) Vs All Content Top 5

4.3.2 Wt.AVR(Abstract-Results-Sections Similarity-Based
Ranking)

In this ranking technique, the contents of abstract and results sections of cited
document was compared with the contents of corresponding logical sections (i-e
abstract and results) of all citing documents. Then the similarity score was com-
puted between the logical sections of cited and citing documents. The combination
of similarity scores of two logical sections (abstract and results) was done by uti-
lizing the weighted average formula depicted in equation 3.6. The computed score

was then arranged in descending order.

This score was utilized to rank the top 3 and top 5 documents. The F-measure
for each cited document was computed individually. The cumulative F-measures
for the Wt.AVR(abstract-results-section similarity-based ranking) were 0.67 for
the top 3 documents and 0.64 for the top 5 documents, respectively. Recall that

the cumulative F-measures for the full-content similarity-based ranking were 0.63
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and 0.65, respectively. Comparisons between the Wt.AVR (abstract-results-section

similarity-based ranking) and full-content similarity are shown in Figure 4.20 and
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4.21 for the top 3 and top 5 ranked documents, respectively. The cited paper
number is listed on the x-axis and the F-measure score on the y-axis. The red line
shows the F-measure for each cited paper using the full-content approach, whereas
the blue line shows the Wt.AVR (abstract-results-section similarity-based ranking)
F-measure. For most of the cited papers, the red line and blue line follow the same

path, meaning that both approaches produced the same results in these cases.

It is also clear from Figure 4.20 and 4.21 that the results of top 3 Wt.AVR/( ab-
str act-results-section similarity-based ranking) outperforms against content-based
similarity, but the results of top 5 Wt.AVR(abstract-results-section similarity-

based ranking) are approximately to the full-content similarity based ranking.

4.3.3 Wt.AVR(Methodology-Results-Sections Similarity-
Based Ranking)

In this ranking technique, the contents of abstract and results sections of cited
document was compared with the contents of corresponding logical sections (i-
e methodology and results) of all citing documents. Then the similarity score
was computed between the logical sections of cited and citing documents.The
combination of similarity scores of two logical sections (methodology and results)
was done by utilizing the weighted average formula depicted in equation 3.6. The
computed score was then arranged in descending order. This score was utilized to
rank the top 3 and top 5 documents. The F-measure for each cited document was

computed individually.

The cumulative F-measures for the Wt. AVR (methodology-results-section similarity-
based ranking) were 0.67 for the top 3 documents and 0.67 for the top 5 docu-
ments, respectively. Recall that the cumulative F-measures for the full-content
similarity-based ranking were 0.63 and 0.65, respectively. Comparisons between
the Wt.AVR (methodology-results-section similarity-based ranking) and full-content
similarity are shown in Figure 4.22 and 4.23 for the top 3 and top 5 ranked
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documents, respectively. The cited paper number is listed on the x-axis and
the F-measure score on the y-axis. The red line shows the F-measure for each
cited paper using the full-content approach, whereas the blue line shows the
Wt.AVR (methodology-results-section similarity-based ranking) F-measure. For
most of the cited papers, the red line and blue line follow the same path, meaning

that both approaches produced the same results in these cases.

It is also clear from Figure 4.22 and 4.23 that the results of top 3 Wt.AVR (method
ology-results-section similarity-based ranking) outperforms against the full content-
based similarity, but the results of top 5 Wt.AVR(methodology-results-section
similarity-based ranking) and full-content similarity based ranking are approxi-

mately equal.
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FIGURE 4.22: W.Avg(Methodology+Results) Vs All Content Top 3

4.4 Double Ranking approaches Conclusion

The Table 4.2 summarizes the results of combining two parameters with the aver-
age approach in contrast to the Full-content parameter. The findings are derived
from the top three and top five ranked research papers. Table 4.3 shows the results

of combining two parameters with the Weighted Average approach in comparison
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FIGURE 4.23: W.Avg(Methodology+Results) Vs All Content Top 5

TABLE 4.2: Average Scores of Double Parameters Vs All Content.

Double Parameters R.Papers Score | All-Content
AVR(Abstract,Methodology) | Top 3 Ranked | 0.74 0.63
AVR(Abstract,Methodology) | Top 5 Ranked | 0.70 0.65
AVR(Abstract,Result) Top 3 Ranked | 0.63 0.63
AVR(Abstract,Result) Top 5 Ranked | 0.67 0.65
AVR(Methodology,Result) Top 3 Ranked | 0.67 0.63
W.AVR(Methodology,Result) | Top 5 Ranked | 0.67 0.65

TABLE 4.3: Weighted Average Scores of Double Parameters Vs All Content.

Double Parameters R.Papers Score | All-Content
W.AVR(Abstract,Methodology) | Top 3 Ranked | 0.72 0.63
W.AVR(Abstract,Methodology) | Top 5 Ranked | 0.68 0.65
W.AVR(Abstract,Result) Top 3 Ranked | 0.67 0.63
W.AVR(Abstract,Result) Top 5 Ranked | 0.64 0.65
W.AVR(Methodology,Result) Top 3 Ranked | 0.68 0.63
W.AVR (Methodology,Result) Top 5 Ranked | 0.65 0.65

to the Full-Content parameter. It is evident that the double parameter (Abstract +
Methodology) scored higher than all other double parameters when combined with
the (1)-Average approach and (2)-Weighted Average approach. This parameter
obtained F-measures of 0.74 and 0.70 for the top three and top five research papers,

respectively, when paired with the average approach. But when it was used with
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the Weighted Average method, it gave F-measure scores of 0.72 for the top three
research papers and 0.68 for the top five.

4.5 Combination of Triple Parameters

using Average Results

4.5.1 AVR(Abstract-Methodology-Results-Sections

Similarity-Based Ranking)

In this ranking technique, the contents of abstract and methodological and results
sections of cited document was compared with the contents of corresponding logical
sections (i-e abstract methodology and results) of all citing documents. Then
the similarity score was computed between the logical sections of cited and citing
documents. The combination of similarity scores of three logical sections (abstract
methodology and results) was done by utilizing the average formula depicted in
equation 3.6. The computed score was then arranged in descending order. This
score was utilized to rank the top 3 and top 5 documents. The F-measure for each

cited document was computed individually.

The cumulative F-measures for the AVR(abstract-methodology-results-section sim
ilarity-based ranking) were 0.75 for the top 3 documents and 0.71 for the top
5 documents, respectively. Recall that the cumulative F-measures for the full-
content similarity-based ranking were 0.63 and 0.65, respectively. Comparisons
between the AVR (abstract-methodology-results-section similarity-based ranking)
and full-content similarity are shown in Figure 4.24 and 4.25 for the top 3
and top 5 ranked documents, respectively. The cited paper number is listed on
the x-axis and the F-measure score on the y-axis. The red line shows the F-
measure for each cited paper using the full-content approach, whereas the blue
line shows the AVR(abstract-methodology-results-section similarity-based rank-
ing) F-measure. For most of the cited papers, the red line and blue line fol-

low the same path, meaning that both approaches produced the same results in
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these cases. It is also clear from Figure 4.24 and 4.25 that when the results of
AVR(abstract-methodology-results-section similarity-based ranking) and content-
based similarity differ, AVR (abstract-methodology-results-section similarity-based

ranking) produces more accurate results.
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4.6 Combination of Triple Parameters

using Weighted Average Results

4.6.1 Wt.AVR(Abstract-Methodology-Results-Sections

Similarity-Based Ranking)

In this ranking technique, the contents of abstract and methodological and results
sections of cited document was compared with the contents of corresponding log-
ical sections (i-e abstract methodology and results) of all citing documents. Then
the similarity score was computed between the logical sections of cited and citing
documents. The combination of similarity scores of three logical sections (abstract
methodology and results) was done by utilizing the weighted average formula de-
picted in equation 3.6. The computed score was then arranged in descending order.
This score was utilized to rank the top 3 and top 5 documents. The F-measure for
each cited document was computed individually. The cumulative F-measures for
the Wt.AVR (abstract-methodology-results-section similarity-based ranking) were
0.68 for the top 3 documents and 0.67 for the top 5 documents, respectively. Re-
call that the cumulative F-measures for the full-content similarity-based ranking
were 0.63 and 0.65, respectively. Comparisons between the Wt.AVR (abstract-
methodology-results-section similarity-based ranking) and full-content similarity
are shown in Figure 4.26 and 4.27 for the top 3 and top 5 ranked documents,
respectively. The cited paper number is listed on the x-axis and the F-measure
score on the y-axis. The red line shows the F-measure for each cited paper us-
ing the full-content approach, whereas the blue line shows the Wt.AVR(abstract-
methodology-results-section similarity-based ranking) F-measure. For most of the
cited papers, the red line and blue line follow the same path, meaning that both ap-
proaches produced the same results in these cases. It is also clear from Figure 4.26
and 4.27 that the results of top 3 Wt.AVR (abstract-methodology-results-section
similarity-based ranking) outperforms against the full content-based similarity, but
the results of top 5 Wt.AVR (abstract-methodology-results-section similarity-based

ranking ) and full-content similarity based ranking are approximately equal.
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FIGURE 4.27: W.Avg(Abstract+Methodology+Results) Vs All Content

4.7 Triple Ranking approaches Conclusion

Combining the individual sections of abstract, methodological, and results by us-
ing average and weighted average approaches yield the triple ranking parameters.

The findings are derived from the top three and top five research publications.
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The AVR/(Abstract, Methodology, and Result) triple ranking parameters received
F-measures of 0.75 and 0.71 for the top 3 and top 5 research publications, respec-
tively. This triple ranking parameter is the most effective scorer parameter among
single, double, and triple parameters. While the second triple parameter, W.Avg.
(Abstract, Methodology, and Result), had F-measure scores of 0.68 and 0.67 for

the top 3 and top 5 research papers, respectively.

4.8 Comparison to State-of-the-art Approaches

The previous section proposed six new rankings for identifying important citations
for cited papers from the list of citing papers. Comparing abstracts was identified
as the best ranking technique based on a critical analysis of the results for all six
rankings. This section, in turn, compares the results of the best proposed ranking
to the best parameter rankings achieved by current state-of-the-art approaches.
The proposed approach was compared with the state-of-the-art approaches using
the same dataset. The comparisons of precision and recall are depicted in Figure

4.28 and Figure 4.29, respectively.
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FIGURE 4.28: Comparison the precision of the proposed approaches with state-
of-the-art rankings
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FIGURE 4.29: Comparing the recall of the proposed approaches with state-of-
the-art rankings

The proposed approach was compared to the following state-of-the-art approaches.
The first approach was presented by Valenzuela et al. [14], who conducted the
pioneering work in this area and have made their dataset freely available online.
This is the same dataset used by the proposed approach and the other approaches
represented in Figure 4.11 and Figure 4.28. Valenzuela et al. [14] tested 12
features as identifiers of important citations for the cited papers, with the in-text

citation-based feature producing the best results.

The second state-of-the-art approach was proposed by Qayyum and Afzal [24].
They presented a hybrid approach that uses metadata and content-based features
to identify important citations. The third state-of-the-art approach is the tech-
nique was proposed by Nazir et al. [26], who extended the approach of Valenzuela
et al. [14]. They assigned weights to different sections of the paper to better

capture the significance of in-text citation counts.

Figure 4.28 compares the precision results for the newly proposed approaches
and three existing state-of-the-art approaches. The x-axis lists the approaches
names and the y-axis the precision score. The results for proposed approach #1

(utilizing the full content of the cited-citing pair) is 0.68, and the result of proposed
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approach #2 (examining content similarity in the abstract sections of the cited-
citing pair) is 0.66. Nazir et al. [26] achieved the maximum precision of 0.84,
followed by Qayyum and Afzal [24] with a precision score of 0.72. These are the
best results from a variety of feature evaluations conducted within each study.
The results indicates that the proposed approach outperformed Valenzuela et al.s
[14] approach but was inferior to other state-of-the-art approaches. However, this
is not in fact the case. To illustrate why, let us discuss the results of each approach

one-by-one.

Valenzuela et al. [14] achieved a maximum precision of 0.37 when employing only
a single parameter, namely direct citations per section. When examining only
a single parameter, the newly proposed approach focusing solely on the abstract
achieved a precision score of 0.66, thus outperforming Valenzuela et al. In com-
parison, Valenzuela et al. achieved a precision score of 0.65 when aggregating
all 12 parameters, still slightly lower than the precision score of 0.66 obtained by
Proposed Approach #2. Furthermore, to compare this value, one needs to con-
sider the following facts. Valenzuela et al. have not discussed how accurately they
extracted the 12 features. For example, metadata features like keywords are only
available around 50% of the time [24]. Furthermore, the accurate extraction of
in-text citation counts is not a trivial task and requires very sophisticated algo-
rithms. This has been pointed out by [9], who achieved 58% accuracy in extracting
in-text citations. Although an approach recently proposed by Ahmad and Afzal
[110] raises this accuracy, it still needs to be verified on journals from diverse fields

and different publishers styles.

Therefore, the precision score of 0.65 achieved by Valenzuela et al. is dependent
on the accurate identification of in-text citation counts. If the approach by Valen-
zuela et al. [14] were to extract in-text citation counts automatically using the
procedures presented by Shahid et al. [9], the precision score might remain in
the range of around 0.3. Standard tools such as Content ExtRactor and MINEr
(CERMINE) [106] and GeneRation Of Blbliographic Data (GROBID) [111] could
only achieve precision, recall, and F-measure scores in the range of 0.8 to 0.9

when evaluated by [110]. Thus, if Valenzuela et al. [14] were to apply the best
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automated approach to detecting in-text citations, the precision score for finding
important citations would drop from 0.65 to less than 0.5. In contrast, the pro-
posed approach does not require any such complex parameter computations; it is
based solely on the content of the abstract, which is freely available. Therefore, in
terms of real applications, the proposed approach outperforms Valenzuela et al.s
approach in terms of precision score and thus can be considered a viable solution

for citation indexes and digital libraries.

The second state-of-the-art approach was presented by Qayyum and Afzal [24].
They classified citing papers as important/non-important citations for the cited
paper using metadata and the papers content. The best individual feature they
examined achieved a precision score of 0.35. Thus, with respect to single fea-
tures, the proposed approach utilizing the abstract alone outperforms Qayyum
and Afzal [24]. However, when Qayyum and Afzal [24] aggregated four metadata
elements, the precision score using the random forest classifier reached to 0.72.
Important to consider here is that this score can only be obtained when all four
metadata elements are available. For example, only 58.3% of Qayyum and Afzals
[24] dataset included keywords. This approach is not applicable in the scenarios
wherein metadata is not present in equal ratio. Furthermore, cue phrases need to
be identified for each individual dataset. This makes the method impractical to
use in real systems. In contrast, the newly proposed approach does not rely upon

defining a cue phrase dictionary or the availability of keywords.

The third approach selected for comparison is the technique proposed by Nazir et
al. [26]. They used section-based in-text citation frequencies to classify citations
as important or non-important. A further novel element of this approach is their
identification of suitable section weights using linear regression. The approach
achieved a precision score of 0.84. However, the present comparison demonstrates
the pitfalls of this state-of-the-art approach. Specifically, it is necessary to calculate
in-text citation frequencies, which is quite challenging to perform automatically,
as noted above. Another challenge concerns mapping section headings onto logical
sections (such as Introduction, Literature, Methodology, Results and Discussion).

Shahid and Afzal [24] achieved the highest accuracy for this task which is 78%.
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Considering all these factors, the proposed approach is comparable to the best-
known existing approach as it does not require any complex calculations to be

performed unlike other state-of-the-art approaches.

The recall of both proposed approaches and existing state-of-the-art approaches is
compared in Figure 4.30 Proposed Approach # 2 (section-wise similarity between
abstracts) achieved the best recall of 0.94, higher than existing state-of-the-art
approaches. Content-based approaches such as those used by search engines and

citation indexes are considered the best approaches to obtain maximum recall.

This means that 90% of the time, important citations are identified as such by the
proposed approach, with some noise. The proposed approach not only achieves
better recall, its implementation is also more viable for the following two reasons:
(1) it does not require complex calculations of in-text citation frequencies, map-
ping section headings to logical sections, the availability of all metadata fields, or
identifying cue phrases for each dataset, and (2) abstracts are generally available

online for free.

4.9 Comparisons of n-gram Features

This section highlights the results n-gram features. Here n-gram means the bi-
gram features and tri-gram features. In bi-gram features, all possible combination
of two sections have been used. For the tri-gram features, all possible combinations

of three sections have been used.

Our proposed approach depends on the different logical sections of research papers.
These logical sections include Abstract, Introduction, Literature Review, Method-
ology, Result, and all possible combinations. We have compared our proposed
approach results with three recent state-of-the-art approaches of Valenzuela [14]
and Qayyum & Afzal [24] due to the following two reasons. (1)-Both of the state-
of-the-art approaches of Valenzuela [14] and Qayyum & Afzal [24] published their
research work in well reputable journals and conferences. Valenzuela [14] pub-

lished their work ”in Workshops at the twenty-ninth AAAI conference on artificial
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intelligence with titled ”Identifying meaningful citations.” in the year 2015. While
Qayyum & Afzal [24] published research work in Scientometrics journal with titled
”Identification of important citations by exploiting research articles metadata and
cue-terms from the content.” in the year 2019. (2)- We have used the same data
set (i.e. Valenzuela comprehensive annotated dataset) as used by Valenzuela [14]
and Qayyum & Afzal [24] for comparison. This thesis has considered three top

performing logical sections as explained in the section 4.1.1.7.

The similarity score of all logical sections has been calculated by using the cosine
similarity approach and different logical sections have been combined by using
average and weighted average techniques. The results have been extracted by using
every possible combination of logical sections from single combinations parameters
to triple combinations. The extracted results have been sorted in descending order
and then Precision, Recall, and F-measure scores have been calculated of the top
3 and top 5 ranked papers. The Valenzuela’s [14] proposed approach achieved
an average precision score of 0.65 by combining all of their 12 features. While
Qayyum & Afzal [24] approach achieved 0.73 average precision by combining all
the features. In our proposed approach, the single parameter scored an F-Measure
score of 0.63 of the top 3 ranked papers and 0.64 of the top 5 ranked papers. By
using two parameters combined with a weighted average technique system scored
an F-measure score of 0.69 of the top 3 ranked papers and 0.66 of the top 5 ranked
papers. When two parameters combined with average technique then the system
scored an F-measure score of 0.68 of the top 3 and top 5 ranked papers. When we
combined three parameters through weighted average technique then the system
achieved 0.68 F-Measure score of top 3 ranked papers and F-Measure score of
0.67 of the top 5 ranked papers. Similarly, when three parameters were combined
through an average technique then our system achieved 0.75 F-Measure scores of
the top 3 ranked papers and 0.71 F-Measure scores of top 5 ranked papers. The
best feature (i.e. triple parameter) of the proposed approach yielded a precision of
0.75 when top 3 ranked papers were considered. While when considering the top
5 ranked papers then the best feature (i.e. triple parameter) yielded a precision

of 0.73.



Chapter 5

Discussion

5.1 Conclusion

Identifying the set of important citations for the cited paper from the list of cit-
ing papers is a challenge that has led the scientific community to propose a wide
range of techniques. The critical analysis of more than 80 papers have revealed
the following facts. Researchers have tried to classify papers into different number
of reasons ranging from 2 reasons to 150 reasons using manual, automated and
hybrid approaches. However, there is a paradigm shift for citation classification
from larger number of reasons (classes) to binary classes such as: Important ci-
tation and non-important citation. There have been many recent studies which
have focused to classify citations into binary classes. Therefore, this thesis has
focused to contribute in this area and have raised the bar for the citation classifi-
cation for binary classes. This research has critically evaluated the literature and
identified three such state-of-the-art approaches to classifying citations into two
classes, namely important and non-important. These existing approaches have
utilized different set of features and have proposed diversified classification meth-
ods . The precision of these state-of-the-art approaches range from 0.72 to 0.84.
However, they are dependent on the accurate identification of some complex fea-
tures, such as in-text citation frequencies, mapping section headings onto section
labels, availability of metadata elements, and constructing dataset-dependent dic-

tionaries of cue- phrases. The accuracy values achieved by the state-of-the-art

89
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approaches mentioned above are only possible when all of these parameters are

extracted accurately.

However, a critical analysis shows that the accuracy of identifying in-text citations
varies from 58% to 90%, as highlighted by different research and state-of-the-art
tools. The accuracy of mapping section headings onto logical sections is just 78%.
Keyword metadata is available only 53% of the time. Cue-phrases developed for
one particular dataset needs to be re-developed for another dataset. Currently,
state-of-the-art approaches extract such features in a semi-automatic way, and
incorrect values are corrected manually. However, when all of these features are
extracted fully automatically, the precision score may drop to one-third of the

reported values.

This research presents a method that does not require the computation of such
complex features. In the similar domain of identifying relevant research papers, pa-
pers content has been successfully used for nearly two decades to identify relevant
papers. Based on these findings, this paper adopted the content-based similar-
ity approach to identify the similarity between pairs of cited and citing papers.
Furthermore, a novel approach involving section-based similarity was proposed,
implemented, and evaluated. An in-depth analysis of both proposed approaches
indicated that the abstract alone is sufficient to decide whether the citing pa-
per is important or non-important for the cited paper. The proposed approach
achieved precision scores of 0.68 for full content and 0.66 for the abstract section,
respectively, outperforming existing state-of-the-art approaches when considering

the facts presented above.

Furthermore, the recall of existing state-of-the-art approaches range from 0.7 to
0.9, while the proposed approach has achieved a recall score of 0.94. Thus, the pro-
posed approach significantly outperformed existing approaches in terms of recall,
particularly when considering that inaccurate calculations of in-text citations, sec-
tion mapping, metadata availability, and cue-phrase construction will significantly
reduce recall scores for the state-of-the-art approaches when conducted automat-
ically. In contrast, there is no need for such complex calculations in the proposed

approach. Almost all of the existing approaches have given importance to the met-
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adata, in-text citation counts, and their positions in the research article. It is
important to note that the metadata of the research article does not contain any
domain-specific terms that could have a detrimental effect on accuracy. Currently,
none of the existing approaches have compared the important terms represented in
different corresponding logical sections of research articles in order to determine
the important and non-important relationship between two articles (i.e. citing
and cited articles). We have proposed a comprehensive methodology for dealing
with the issue that has been raised. Our methodology compares the content of

corresponding logical sections of cited and citing research articles.

We have evaluated five different logical sections of research paper. These logical
sections are: Abstract, Introduction, Literature Review, Methodology, and Results
sections. The similarity between the corresponding logical sections and their pos-
sible combinations are carried out by utilizing cosine similarity technique, figure
4.7 shows all possible combinations. These combinations include single parameters
as well as other combination. The combinations of two or more logical sections
are achieved using average and weighted average approaches. A comprehensive
dataset of Valenzuela et al was used to perform experiments as it was used by
all three approaches selected for comparisons. The given dataset contains 465 re-
search articles that are considered to be paper-citations pairs. Out of which 48 are
root papers and the remaining are citations. In pre-processing phase, stop words

were removed and content terms were converted into their root words.

The F-measure scores of the top three and top five ranked papers based on the
logical sections are computed independently and compared to the scores of the top
three and top five ranked of All-Content (i.e. whole content) of research papers.
The F-measure score that are computed for abstract, methodology, and results
sections outperforms the score computed for All-Content (i.e. whole content) of
the research papers. Whereas introduction and literature review sections scores
are considerable low than the scores of All-Contents. Consequently, for further
experiments, only top three performing sections (abstract, methodology and re-
sult) have been used for developing the combinations. The given experiments were

performed on the comprehensive dataset of Valenzuela et al. The building mecha
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nism of above said combinations were shown in the figure 4.7. We took all possible
combinations of the three selected logical sections (i-e abstract, methodology, and
results) and computed the F-Measure score of each combination of the top three

and top five ranked articles.

In the case of double parameters, two logical sections were combined using aver-
age and weighted average techniques. When combined with an average approach,
the combination of Avg. (abstract, methodology) outperformed other double pa-
rameters, with F-measures of 0.74 and 0.70 of the top three and top five ranked
research articles, respectively. When combined with a weighted average technique,
the W.Avg. (abstract, methodology) sections combinations produced better re-
sults than other double parameters. This combination received an F-measure score
of 0.72 for the top three and 0.68 for the top five ranked research articles, respec-
tively. Three logical sections (abstract, methodology, and result (A, M, R)) were
combined with the help of average and weighted average techniques in the triple
parameters. When combined with an average technique, this triple combination is
the top scorer parameter, with F-measures of 0.75 and 0.71 of the top 3 and top 5
ranked research articles, respectively. When this triple combination was performed
using the weighted average technique, it achieved an F-measure score of 0.68 and

0.67, respectively, of the top three and top five ranked research articles.

The outcomes of the above experiments were compared to the outcomes of the
state-of-the-art methods of Qayyum & Afzal et al, Valenzuela et al, and Nazir et
al [24, 14, 26] and All-Content based approaches. By integrating all 12 different
characteristics, Valenzuela et al obtained an accuracy (i.e. precision) of 0.65, while
Qayyum & Afzal et al achieved an average accuracy (i.e. precision) of 0.72. The
F-Measure score for the All-Content-Based Approach was 0.63 for the top three
ranked papers and 0.65 for the top five ranked articles. While the best combination
of our suggested approach’s abstract, methodology, and result (A, M, R) parts had
an F-Measure score of 0.75. The finding of this study is that research articles are
produced using domain-specific terminology and expertise. It is more likely that
both papers will employ similar language and concepts since they belong to the

same group or are closely working on the same subject or expanding previous work
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in another work. If the citing article utilizes domain specific words and expertise
in the abstract, methodology, and results section, there is a greater probability
that both publications belong to the same domain and have significant citations.
The logical parts of a research paper are of varying significance, and there is a
greater likelihood that the citing and cited article utilize comparable vocabulary

words in the same sections of their papers.

5.2 Limitations

In this thesis, we utilized a publicly accessible annotated dataset that was mainly
used in Valenzuela’s et al method. This dataset has 465 total annotated paper-
citation pairings, which is insufficient to draw broad conclusions. Because this area
has a scarcity of big annotated datasets, further study will need the creation of
huge standard annotated datasets. The datasets that should cover various writers

from various geographical locations and topics.

5.3 Future Work

In the field of text mining, it is still hard to convert PDF to XML and text. About
5% of PDFs were not in a format that cutting-edge technologies could recognize,
and these files were also not good for converting text, that is, from PDF to XML
and text. even though a researcher got a PhD for coming up with new ways
to convert PDF files to XML and text. It is evident that approximately 5% of
documents were not converted correctly. So, new experiments and new ways of
doing things are needed. This could lead to all PDFs being changed to XML and

text formats.
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