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Abstract

Millions of new scientific articles are published each year. Researchers work and

publish in their respective fields of interest. A major portion of the scientific

community publishing in the same Field of Study (FoS) forms a trend of that

field. A novice researcher chooses his field of interest based upon its popularity.

This may have a positive impact on the acceptance of a study or high count of

citations in future. There are multiple studies in literature that focus on FoS

trend detection and analysis, birth and establishment of an FoS trend, number

of publications and researchers in an FoS trend, communities of researchers being

formed around an FoS trend, author’s FoS switching, vanishing of an FoS trend,

trends in different disciplines etc. However, the previous work contains a gap, that

is, there is no work on impact of following an FoS on citation trend of scientific

articles and authors.

This study identifies how significant it is to follow an FoS trend and the impact of

the FoS trend on research paper citations and on authors citation count. For this

purpose, we have chosen the field of Computer Science and Microsoft Academic

Graph (MAG) dataset from the 1950-2018 time period. We extracted publications

of different FoS of Computer Science and also citation counts for these publications.

First, we established similarity between citation trends of papers belonging to same

FoS using rand index and correlation. Then we proposed a technique to identify

trend setters and trend followers that would help to identify influential authors in

a particular FoS. Finally, we established the impact of FoS on the citation patterns

of authors by achieving a consistent R2 values of papers belonging to same FoS.

The results depict that if papers belong to the same FoS, then there are 69% of the

chances of having a similar citation pattern and that they have the same citation

trend as they also have achieved a high correlation value. Experimental results

show that there is a similarity between citation trend of authors that belong to

the same FoS as compared to different FoS and achieved consistent R2 value. FoS

trend following has a certain impact on the citation count of authors. The result

also shows that if an author publishes in a particular FoS, then the citation trend

of this author’s work resembles more to the overall citation trend of that particular



x

FoS than that of some other FoS. This proves that FoS has a certain impact on

the citation count of a paper and researchers should contemplate on the FoS trend

before selecting a particular research area



Contents

Author’s Declaration iv

Plagiarism Undertaking vi

List of Publications vii

Acknowledgement viii

Abstract ix

List of Figures xiii

List of Tables xvii

Abbreviations xix

1 Introduction 1

1.1 Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 Aim and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.5 Research Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 9

1.6 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Literature Review 11

2.1 FoS Trend Detection & Analysis Techniques . . . . . . . . . . . . . 11

2.2 FoS Evolution and Author’s FoS Detection . . . . . . . . . . . . . . 23

2.3 Research Gap and Analysis of Existing Approaches . . . . . . . . . 30

3 Proposed Methodology 34

3.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2 Dataset Description . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2.1 Dataset Preprocessing . . . . . . . . . . . . . . . . . . . . . 40

3.3 Proposed methodology-RQ-1 . . . . . . . . . . . . . . . . . . . . . . 41

3.3.1 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.3.2 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

xi



xii

3.3.3 Field of Study Clusters . . . . . . . . . . . . . . . . . . . . . 48

3.4 Field of study trend and relation between research areas . . . . . . 49

3.4.1 Field of study multigraph (FoM) construction . . . . . . . . 49

3.4.2 Citation Trend of Trendy FoS . . . . . . . . . . . . . . . . . 53

3.4.3 Trendy FoS . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.5 Identification of Scientific Researchers at the Early Stage of FoS
Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.5.1 Proposed Methodology-RQ-2 . . . . . . . . . . . . . . . . . 59

3.5.2 FoS Debut . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.5.3 Different Counts for Selected FoS . . . . . . . . . . . . . . . 62

3.5.4 Emerging FoS and Rate of Adoption . . . . . . . . . . . . . 65

3.6 Quantifying the impact of FoS on author’s citation trend . . . . . . 68

3.6.1 Proposed Methodology-RQ-3 . . . . . . . . . . . . . . . . . 69

3.6.2 Data Preprocessing . . . . . . . . . . . . . . . . . . . . . . . 70

3.6.3 Proposed Model . . . . . . . . . . . . . . . . . . . . . . . . . 78

4 Results and Discussion 82

4.1 Experiments and Results (RQ-1) . . . . . . . . . . . . . . . . . . . 82

4.1.1 Rand Index . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.1.2 Similarity between Trendy FoS and Citation Clusters . . . . 84

4.1.3 Correlation . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.2 Experiments and Results (RQ-2) . . . . . . . . . . . . . . . . . . . 88

4.3 Experiments and Results (RQ-3) . . . . . . . . . . . . . . . . . . . 92

5 Conclusion and Future Work 120

5.1 Summary and Contributions of the Work . . . . . . . . . . . . . . . 120

5.1.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . 122

Bibliography 124

A MLR models trained on same and different FoS from 1990-1995 139

B ANN models trained on same and different FoS from 1990-1995 143



List of Figures

1.1 ”Semantic Search” FoS lifecycle representation [4]. . . . . . . . . . . 3

1.2 ”Trend of selected fields of study in World Wide Web [3]. . . . . . . 4

1.3 Trend of remote health monitoring, smart power grids and p2p net-
work FoS [7]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

3.1 MAG different levels. . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.2 An example of Computer Science FoS levels. . . . . . . . . . . . . . 39

3.3 The proposed methodology. . . . . . . . . . . . . . . . . . . . . . . 42

3.4 The relationship between SSE and the value of k for citation count(left),
FoS(right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.5 FoM for three example papers. . . . . . . . . . . . . . . . . . . . . . 50

3.6 Top-10 trendy FoS citation count. . . . . . . . . . . . . . . . . . . . 53

3.7 Top-10 Trendy FoS(a)degree, (b)closeness, (c)betweenness. . . . . . 56

3.8 The proposed approach. . . . . . . . . . . . . . . . . . . . . . . . . 60

3.9 Rogers Innovation Diffusion Theory adopter categories [129]. . . . . 66

3.10 The proposed approach. . . . . . . . . . . . . . . . . . . . . . . . . 70

3.11 Trend of Data Mining FoS [7]. . . . . . . . . . . . . . . . . . . . . . 72

4.1 Rand index of frequency, degree, betweenness, and closeness. . . . . 85

4.2 Training and test datasets of different clusters and citation patterns. 89

4.4 MLR models trained on Data Mining data set and tested with dif-
ferent FoS data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.3 MLR models trained on Data Mining data set and tested with dif-
ferent FoS data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.5 MLR models trained on Data Mining data set and tested with dif-
ferent FoS data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.6 MLR models trained on Data Mining data set and tested with dif-
ferent FoS data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . 94

4.7 MLR models trained on Data Mining data set and tested with dif-
ferent FoS data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.8 MLR models trained on Data Mining FoS data set and tested with
different FoS data sets from 1970-1975. . . . . . . . . . . . . . . . . 96

4.9 MLR models trained on Computer Network FoS data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 97

4.10 MLR models trained on World Wide Web FoS data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 97

4.11 MLR models trained on Computer Vision FoS data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 98

xiii



xiv

4.12 MLR models trained on Library Science FoS data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 98

4.13 MLR models trained on Computer Engineering FoS data set and
tested with different FoS data sets from 1970-1975. . . . . . . . . . 99

4.14 ANN models trained on Data Mining data set and tested with dif-
ferent FoS data sets from 1970-1975. . . . . . . . . . . . . . . . . . 99

4.15 ANN models trained on Computer Network data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 100

4.16 ANN models trained on World Wide Web data set and tested with
different FoS data sets from 1970-1975. . . . . . . . . . . . . . . . . 100

4.17 ANN models trained on Computer Vision data set and tested with
different FoS data sets from 1970-1975. . . . . . . . . . . . . . . . . 101

4.18 ANN models trained on Library Science data set and tested with
different FoS data sets from 1970-1975. . . . . . . . . . . . . . . . . 101

4.19 ANN models trained on Computer Engineering data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 102

4.20 MLR models trained on Data Mining data set and tested with dif-
ferent FoS data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . 103

4.21 MLR models trained on Data Mining data set and tested with dif-
ferent FoS data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.22 MLR models trained on Data Mining data set and tested with dif-
ferent FoS data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.23 MLR models trained on Data Mining data set and tested with dif-
ferent FoS data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.24 MLR models trained on Data Mining data set and tested with dif-
ferent FoS data sets. . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.25 MLR models trained on Data Mining FoS data set and tested with
different FoS data sets from 1970-1975. . . . . . . . . . . . . . . . . 106

4.26 MLR models trained on Computer Network FoS data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 106

4.27 MLR models trained on World Wide Web FoS data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 107

4.28 MLR models trained on Computer Vision FoS data set and tested
with different FoS data sets from 1970-1975 . . . . . . . . . . . . . 107

4.29 MLR models trained on Library Science FoS data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 108

4.30 MLR models trained on Computer Engineering FoS data set and
tested with different FoS data sets from 1970-1975. . . . . . . . . . 108

4.31 MLR models trained on Data Mining FoS data set and tested with
different FoS data sets from 1990-1995. . . . . . . . . . . . . . . . . 109

4.32 MLR models trained on Computer Network FoS data set and tested
with different FoS data sets from 1990-1995. . . . . . . . . . . . . . 109

4.33 MLR models trained on World Wide Web FoS data set and tested
with different FoS data sets from 1990-1995 . . . . . . . . . . . . . 110

4.34 MLR models trained on Computer Vision FoS data set and tested
with different FoS data sets from 1990-1995. . . . . . . . . . . . . . 110



xv

4.35 MLR models trained on Library Science FoS data set and tested
with different FoS data sets from 1990-1995. . . . . . . . . . . . . . 111

4.36 MLR models trained on Computer Engineering FoS data set and
tested with different FoS data sets from 1990-1995. . . . . . . . . . 111

4.37 ANN models trained on Data Mining FoS data set and tested with
different FoS data sets from 1970-1975. . . . . . . . . . . . . . . . . 112

4.38 ANN models trained on Computer Network FoS data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 112

4.39 ANN models trained on World Wide Web FoS data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 113

4.40 ANN models trained on Computer Vision FoS data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 113

4.41 ANN models trained on Library Science FoS data set and tested
with different FoS data sets from 1970-1975. . . . . . . . . . . . . . 114

4.42 ANN models trained on Computer Engineering FoS data set and
tested with different FoS data sets from 1970-1975. . . . . . . . . . 114

4.43 ANN models trained on Data Mining FoS data set and tested with
different FoS data sets from 1990-1995. . . . . . . . . . . . . . . . . 115

4.44 ANN models trained on Computer Network FoS data set and tested
with different FoS data sets from 1990-1995. . . . . . . . . . . . . . 115

4.45 ANN models trained on World Wide Web FoS data set and tested
with different FoS data sets from 1990-1995. . . . . . . . . . . . . . 116

4.46 ANN models trained on Computer Vision FoS data set and tested
with different FoS data sets from 1990-1995. . . . . . . . . . . . . . 116

4.47 ANN models trained on Library Science FoS data set and tested
with different FoS data sets from 1990-1995. . . . . . . . . . . . . . 117

4.48 ANN models trained on Computer Engineering FoS data set and
tested with different FoS data sets from 1990-1995. . . . . . . . . . 117

A.1 MLR models trained on Data Mining data set and tested with dif-
ferent FoS data sets from 1990-1995. . . . . . . . . . . . . . . . . . 139

A.2 MLR models trained on Computer Network data set and tested
with different FoS data sets from 1990-1995. . . . . . . . . . . . . . 140

A.3 MLR models trained on World Wide Web data set and tested with
different FoS data sets from 1990-1995. . . . . . . . . . . . . . . . . 140

A.4 MLR models trained on Computer Vision data set and tested with
different FoS data sets from 1990-1995. . . . . . . . . . . . . . . . . 141

A.5 MLR models trained on Library Science data set and tested with
different FoS data sets from 1990-1995. . . . . . . . . . . . . . . . . 141

A.6 MLR models trained on Computer Engineering data set and tested
with different FoS data sets from 1990-1995. . . . . . . . . . . . . . 142

B.1 ANN models trained on Data Mining data set and tested with dif-
ferent FoS data sets from 1990-1995. . . . . . . . . . . . . . . . . . 143

B.2 ANN models trained on Computer Network data set and tested
with different FoS data sets from 1990-1995. . . . . . . . . . . . . . 144

B.3 ANN models trained on World Wide Web data set and tested with
different FoS data sets from 1990-1995. . . . . . . . . . . . . . . . . 144



xvi

B.4 ANN models trained on Computer Vision data set and tested with
different FoS data sets from 1990-1995. . . . . . . . . . . . . . . . . 145

B.5 ANN models trained on Library Science data set and tested with
different FoS data sets from 1990-1995. . . . . . . . . . . . . . . . . 145

B.6 ANN models trained on Data Mining data set and tested with dif-
ferent FoS data sets from 1990-1995. . . . . . . . . . . . . . . . . . 146



List of Tables

2.1 Summary of some related studies . . . . . . . . . . . . . . . . . . . 31

3.1 MAG articles schema. . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2 MAG dataset count of multidiscipline and Computer Science entities. 37

3.3 Level-1 FoS of sampled papers. . . . . . . . . . . . . . . . . . . . . 40

3.4 FoS of a sampled paper. . . . . . . . . . . . . . . . . . . . . . . . . 43

3.5 Yearly citation count of five sampled papers. . . . . . . . . . . . . . 43

3.6 FoS citation count. . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.7 Papers with their citation counts and those of associated FoS. . . . 45

3.8 Hopkins statistic values for two feature sets. . . . . . . . . . . . . . 46

3.9 Grouping of different FoS based on the similarity of their citation
count patterns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.10 Top-10 centrality measures. . . . . . . . . . . . . . . . . . . . . . . 52

3.11 Top-10 FoS order in 2007. . . . . . . . . . . . . . . . . . . . . . . . 56

3.12 Selected debutant FoS and year [91]. . . . . . . . . . . . . . . . . . 61

3.13 Semantic search publication count and author count from 2003-2007. 62

3.14 Semantic search authors publication count and citation count from
2003-2007. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.15 Semantic search co-occurrences with other FoS and its degree from
2003-2007. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.16 Authors SS degree from 2003-2007. . . . . . . . . . . . . . . . . . . 64

3.17 Semantic search trend setters and followers in 2003. . . . . . . . . . 67

3.18 FoS of three sampled papers. . . . . . . . . . . . . . . . . . . . . . . 71

3.19 Publication count and FoS count of an author A1 from 1970-2015. . 73

3.20 Author A1 FoS Publication Count. . . . . . . . . . . . . . . . . . . 74

3.21 Yearly Citation count of papers of an author starting from 1970. . . 74

3.22 Yearly Citation count of papers of an author starting from 1970. . . 75

3.23 Dataset statictics of six FoS from 1970-1975. . . . . . . . . . . . . . 76

3.24 Proposed Model for each six FoS. . . . . . . . . . . . . . . . . . . . 78

3.25 Authors FoS degree trend starting from year 1970. . . . . . . . . . . 80

4.1 Publication count from 2007-2011. . . . . . . . . . . . . . . . . . . . 83

4.2 Similarity between FoS and citation clusters from 2007-2011. . . . . 83

4.3 Similarity between FoS and citation clusters from 2007-2011. . . . . 84

4.4 Average citation count of papers from 2007-2011. . . . . . . . . . . 86

4.5 Correlation matrix of FoS citations from 2007-2011. . . . . . . . . . 88

xvii



xviii

4.6 Top-left, we show trend setters and on top-right, the top 10 influ-
ential authors of the semantic search FoS. . . . . . . . . . . . . . . 90

4.7 Researchers appears in various lists, their publication count, cita-
tion count, FoS degree in semantic search FoS from 2003-2007. . . . 91

4.8 A comparative analysis of MLR and ANNmodels and clearly presents
improvement in results. . . . . . . . . . . . . . . . . . . . . . . . . 102

4.9 Training and Test FoS datasets R2 for predicting 6th year as output
using MLR and ANN. . . . . . . . . . . . . . . . . . . . . . . . . . 118



Abbreviations

ACM Association of Computational Machinery

ANN Artificial Neural Network

FoM Field of Study Multigraph

FoS Field of Study

IDT Information of Diffusion Theories

MAG Microsoft Academic Graph

MLR Multiple Linear Regression

RDF Resource Description Framework

RI Rand Index

SS Semantic Search

SVM Support Vector Machine

xix



Chapter 1

Introduction

The volume and diversity of scientific literature are escalating each day. According

to study, almost 2.5 million new scientific papers are published every year [1].

The research environment changes and evolves continuously and as a result new

research fields emerge while some other fade out. The new research fields that

emerge generally form a trend in research. A trend is the general direction or

field of study (FoS) a research area is taking during a specified period of time.

An FoS is defined as an area that is increasing in importance and effectiveness

over time [2]. For example, it can be said that the Artificial Intelligence is an FoS

that currently has trend in Computer Science research area. Trend in a research

area grabs the attention of large number of researchers. Moreover, it generally has

applicability in different domains. For example, p2p network and semantic search

are two FoS that emerged around 2002, however, semantic search is still a trendy

FoS as we see many publications in this FoS, on the other side, p2p network is not

that trendy and number of publications and applications are quite less relatively.

Keeping up with the state of research is one way is to stay informed with the

trendy FoS. Not only for a new researcher but also for established or seasoned

ones, having knowledge of prior, recent, and emerging FoS patterns is important.

For instance, a researcher might choose to conduct research in a FoS that hasn’t

received much attention. It can also be helpful to a businessman who is attempting

to weigh the risks of funding a start-up.

1



Introduction 2

Identifying FoS trends is important because it allows researchers to choose their

areas of interest based on their success or impact. Similar to this, it is crucial to

identify researchers who were active during the early stages of a FoS trend because

this will reveal the key individuals who contributed to or kicked off the trend’s rise

to fame. The ability to recognize FoS trends is noteworthy for anyone involved

in the research environment, including researchers, academic publishers, journal

editors, institutional funding bodies and other relevant stakeholders.

Is this really necessary to follow FoS trend? Or researchers work in traditional way

of research and stick with that? Sticking to very traditional means of research can

be very damaging as other researchers can take the lead. Think about FoS trends

this way; if researchers follow them, they can start seeing a pattern grow. They

will be able to smartly guess at what could be coming ahead of the research fields

and will help to make positive and insight decisions for the future of their research

fields. Similarly, researchers will aptly be able to anticipate the new FoS trends

coming, because they will have already have a good idea of what is already coming.

Various techniques have been used in literature for FoS trend detection and anal-

ysis. Trend analysis is gathering data and trying to spot a pattern from collected

information. Trend detection is commonly used to discover topic areas which are

evolving in interest over time [3]. A very significant problem for trend detection

is to catch research trends in a pool of scientific articles. A manual evaluation of

the articles in a specific field would be a time consuming process. The automatic

detection of research trends can help researchers swiftly recognize the occurrence

of the trend of a scientific field and discover the most recent correlated fields in

their research domain.

A number of approaches for detecting FoS trends have been proposed in literature.

Initially, it was observed as the specialty and responsibility of domain experts.

Domain experts were asked to determine the trendy FoS based on their knowledge

and experience. Even to this time, expert consultation process is quiet extensively

used in the practice of science and technology policy making [4]. The manual

detection of research trends is an intensive job and a time-consuming process.

Likewise, the continuous rise in research corpus available each year, builds the
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method created by specialists a fewer practicable. Therefore, it is significant to

plan and improve instinctive and accessible approaches capable to execute the job

in an automatic way [5].

There are three main stages for an FoS to become a trend:(a) embryonic, (b) early

and (c) recognised. In embryonic stage of an FoS, a concept or an idea or concept

did not emerge, yet. An FoS has not yet been clearly labelled and recognized

by research community in this stage, though it is already taking shape. As the

researchers from various fields are publishing and starting new collaborations to

discuss the issues and the paradigms linked with the emerging new FoS. In early

stage of an FoS, now it has been recently emerged and few researchers starting

publications and will agree on certain concepts. Afterward, an FoS becomes ma-

ture and enters in its recognized stage and several researchers actively publishing

their results [4].

For example, Figure 1.1 shows the embryonic, early and recognized stage of an

FoS. The embryonic stage of “Semantic Search” FoS is 2003, it still was a con-

cept in which a number of of researchers from, World Wide Web, Information

Retrieval, Semantic Web and Search engine were linking their forces. After 2003,

the FoS emerges, getting its identity, and enters in the early stage, and a group

of researchers started publishing in this FoS. After few years, the FoS reaches its

recognized stage with an increasing number of publications per year.

Figure 1.1: ”Semantic Search” FoS lifecycle representation [4].

The dynamic increase in the research plethora has made it difficult for the scientific

community to discover hidden patterns from a particular field of study. The FoS
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determines the area of focus of a particular scientific article. For instance, a

paper focusing on comparison between various machine learning algorithms such

as Support Vector Machine (SVM) and Naive Bayes, etc. will belong to the FoS,

”Machine Learning” or ”Artificial Intelligence” [3]. Typically, the inclination of

the scientific community towards certain field of study (FoS) is more among other

fields due to emerging of trends in the field. Publications by a large group of

researchers in the same FoS may form a trend, resulting in increased popularity

of the FoS among other fields. For example, figure 1.2 shows the trend of some

selected FoS from year 1990-2015. The X-axis shows FoS and Y-axis indicates

the score which is a metric proposed in [3] to represent the level of importance

of a specific FoS. The figure shows importance or significance of different FoS at

individual level and relevant to each other. Web search engine is leading till 2012,

when social relation and recommender system arise in fame.

Figure 1.2: ”Trend of selected fields of study in World Wide Web [3].

A pioneering researcher typically opts for a field that is more popular or its trends

are being followed by the wider scientific community. This is done based on an

assumption that contemplation of these aspects may increase the acceptance prob-

ability of the piece of work done in the trendy FoS, and further lead towards the

rapid gain of citations in future. In scientific literature, following the research

trends and dynamics can hold noteworthy benefits and this is significant to spec-

ify the interest of researchers [6].
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The world of research does not stance still for long, it fluctuates with the passage

of time new research fields and areas emerge whereas some others diminish. Such

changes is precisely challenging. The capability to identify significant innovative

research trends and forecasting the upcoming effect is important for recognizable

members, such as researchers, academic publishers and official finance organiza-

tions. This may have direct impact on the acceptability, response, productivity

and usefulness of a piece of work. One way to supplement this argument is through

google N-gram viewer [7] that shows the frequency of use of different terms in pub-

lished literature. For some terms we see the number rising and for some others it

shows declining numbers. Figure.1.3 presents the frequencies of the terms “Remote

Health Monitoring”, “Smart Power Grids” and “P2P Network”. Same impression

is obtained from Google scholar [7], where the number of publications in recent

years from these three fields is 395000, 51000 and 21900 respectively.

Figure 1.3: Trend of remote health monitoring, smart power grids and p2p
network FoS [7].

The scientific community has presented various studies on FoS trend detection and

analysis. These studies focus on multiple issues like, (i) birth and establishment

of an FoS trend, (ii) number of publications and researchers in an FoS trend, (iii)

communities of researchers being formed around an FoS trend, (iv) measuring

strength of an FoS trend, (v) vanishing of an FoS trend, (vi) lifespan of an FoS

trend, (vii) grouping of different FoS trends, (viii) trends in different disciplines,

etc. In this work, we are going to discuss the (i) nature of response received to

work done in a particular FoS trend, (ii) analyze relationships between different

FoS trends by using graph centrality measures, (iii) researchers who are involved

at the early stage of an FoS, and (iv) the impact to follow FoS trend on research

paper citations and on authors citation count.
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One major difficulty in addressing these issues is the availability of relevant data,

that is, a worthy source of dataset is required. Since bibliographic datasets having

features like title, authors, conference, and journal information in the field of

Computer Science are not so hard to acquire as DBLP [3] freely provides this

metadata in a structured manner. However, features like citations, keywords, and

FoS are harder to acquire as they are not available in the form as DBLP provides

other features. Discovering the FoS of a research paper is itself a research problem.

Microsoft Academic Graph (MAG) provides a rich source of dataset making it

easier to acquire such information [8]. Precisely, MAG has a study that depicts a

relationship between research papers and their corresponding FoS in a hierarchical

manner. In MAG, each paper contains a list of FoS and these FoS are organized

into four different levels; level-0 to level-3 with level-0 being the most general FoS,

e.g., Computer Science and level-3 being the most specific e.g., cluster analysis

(MAG has been explained in detail in section 3.2).

The focus of this thesis is to study the impact of FoS trend following on research

paper citations and author citation count. This research uses the scientific articles

published from 1950-2015 time period in the domain of Computer Science from

MAG dataset. The research identifies that (i) how significant is to follow an FoS

trend in Computer Science field? (ii) can we use any measure other than citation

count to detect the trend of an FoS? (iii) is there any relationship between different

fields of study? (iv) which are the trendy FoS in Computer Science field? (v) who

are the individuals involved at the early stage of an FoS trend? (vi) what is the

effect of following FoS trend on research paper citations and on authors citation

count.

1.1 Scope

Following the FoS trends and dynamics in scientific literature can have significant

advantages for researchers, editors, and funding agencies who want to keep them-

selves informed about the advancements made in various study fields in the past,

present, and future. Being trendy in the field of study doesn’t necessarily mean
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sticking to old-fashioned methods or always seeking perfect symmetry. Instead,

it’s about staying open to new ideas and being aware of innovative ways of think-

ing. People who keep themselves updated with the latest research and ideas are

considered trendy compared to those who don’t follow current trends in the field.

Following the latest FoS trends also provides researchers a good advantage in the

fast-paced world and to be able to connect well professionally and also it creates

a high impact on their paper citations and their careers.

Hence, it is important to follow FoS trends in scientific research. It is believed that

editors recognizing innovative evolving FoS in advance is critical for presenting the

utmost and motivating contents e.g. the editor being the first person to identify

the significance of FoS trend and publish about the issue. It is also believed that

funding agencies known the effect of FoS trends on scientific literature may get

sight and learn the antiquity of a field by depict the structure of its scientific in-

ventions, in order to do tactically design and define the research significances in

the field.

1.2 Problem Statement

Scientific researchers work and publish in their respective areas of interest. There

is a paradox while adopting a particular research direction is that it must be very

useful in the future, simultaneously it must be very popular and trendy at present.

A plethora of work has been carried out on detecting Field of Study (FoS) trends,

however, the impact of following an FoS trend on citation count of scientific articles

and authors has not been studied up till now. The study of FoS trends can have

an immense impact on the acceptance or citation of scientific work and on the

researchers citation count. In this context, this work aims to explore the impact

of following an FoS trend on acceptance of a piece of work and on researchers

citation count.

1.3 Research Questions

This research uses the scientific articles published in Computer Science and analy-

sis following research questions. The detail of these questions is given in method-

ology chapter. The research questions investigated in this thesis are;
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RQ1. How similar is the citation trend of papers belonging to the same

FoS?

This research question describes the impact of following a particular FoS on re-

search papers. To address this question, we plan to study the citation trends of

papers belonging to different FoS. If we could find a reasonable level of similarity

in the citation pattern of papers belonging to same FoS and a level of dissimilar-

ity in the citation pattern of paper belonging to different FoS, this will provide a

basis to claim that FoS has impact on the citation trend or acceptance of a piece

of work. Section 3.3 describes proposed approach of this research question.

RQ2. How can we differentiate between trend setters and trend follow-

ers?

This research question differentiates between researchers who were involved at the

early stage of an FoS trend and the authors who followed it afterwards. Classifying

authors into these two categories will help researchers to identify the influential

authors in a specific FoS. Studying work of trend-setters of an FoS guides a re-

searcher that how an FoS was originally conceived and proposed, the later review

on that FoS will guide the stages it has gone through. For example, E.F Codd’s

work on Relational Data Model or Tim Berners Lee’s work on Semantic Web gives

real insight into these areas. That is why their work is still being cited heavily

even today. In section 3.5, we presented our work on this research question.

RQ3. What is the impact of FoS trend on authors citation count?

This research question describes the effect of FoS trend following on scientific au-

thors citation count. A significant aspect in scientific research is evaluating the

impact of scientific contribution of a particular author. As the scientific publica-

tion data increased massively per day, the issue of Field of Study (FoS) selection

by authors started to be studied quantitatively in recent years. Therefore, this

is significant to measure the impact of FoS trend following on authors scientific

growth. In section 3.6, we will address and discuss the proposed approach of this

research question.
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1.4 Aim and Objectives

FoS trend following is significant for Computer Science researchers as they will

be able to smartly guess at what could be coming ahead of the research fields

in Computer Science and will help to make positive and insight decisions for the

future of their research fields in this area. Similarly, researchers will aptly be able

to anticipate the new FoS trends coming in Computer Science field, because they

will have already have a good idea of what is already coming.

The aim of this thesis is to discover the significance of FoS trend following in the

field of Computer Science from 1950-2015 time period. The main objectives are:

(i) how significant is to follow an FoS trend in Computer Science field? (ii)can we

use any measure other than citation count to detect the trend of an FoS? (iii)Is

there any relationship between different fields of study? (iv)who are the trendy

FoS in Computer Science field? (v)who are the individuals involved at the early

stage of an FoS trend? (vi)what is the effect of following FoS trend on research

paper citations and on the careers of scientific authors.

This research could be beneficial for researchers and subject experts as well as

policy makers. The researchers and subject experts at a glimpse can see which

FoS trend tailed in their discipline by their peers, and which areas have been

less attended. The fallouts of such study would help the policy makers in the

distribution of research aid to specific FoS and subject fields with more assurance.

1.5 Research Contributions

Contributions. The main contributions of this thesis are as follows;

1. A novel technique Field of Study Multigraph (FoM) is proposed, by using

centrality measures: degree, closeness and betweenness to explore the trendy

FoS in Computer Science field and the relationship between different FoS.

2. A technique is proposed to identify trend setters and followers of an FoS

trend. We have proposed an approach to detect influential researchers who
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were involved at the early stage of an FoS trend known as trend setters and

the authors who followed it afterwards known as trend followers. The influ-

ential authors (trend setters) achieved high citation count and significance

in a particular FoS.

3. A method is proposed to detect the FoS trend that an individual author is

involved in his/her career years and the impact of FoS trend following on

authors careers.

1.6 Thesis Organization

The chapters of the thesis are described as follows:

Chapter 2 describes the literature review of trend detection and analysis techniques

like probabilistic, co-citation network, keywords based and hybrid techniques. The

chapter also presents topic evolution and author topic switching techniques. Fur-

ther, describes a comprehensive analysis of these techniques in scientific trends,

highlight the issues and research gap.

Chapter 3 describes the dataset in detail and the proposed methodology for each

research question. First, we present FoS trend, their impact on research paper

citations. We propose a novel technique Field of Study Multigraph (FoM), formed

by using different centrality measures to examine the FoS trend, citation trend,

and the relationship between different research areas in Computer Science papers.

Then, we analyze the FoS - debut year, publication count, author count and FoS

trend for the identification of trend setters and followers. Finally, we detect an

individual author’s - FoS, publication count, citation count, citation trend and

author FoS trend to analyze the impact of FoS trend on authors citation count.

Chapter 4 discusses the experimental setup, results, evaluation and comparison to

the existing state-of-the-art approaches.

Chapter 5 closes the thesis, deliberating the limitations, and outlining the future

work.
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Literature Review

The importance of detecting and analyzing FoS trends for a piece of work as

well as for researchers is discussed in this chapter. This chapter discusses various

approaches of trend detection and analysis in research fields, the emergence of FoS,

the detection of researchers at various stages of FoS, researchers’ FoS interest, the

challenges and issues that represent the importance of this research, In section 2.1,

we look at various strategies for detecting and analysing trends in research papers,

journals, conferences, and keywords. The evolution of FoS and FoS detection

techniques are discussed in section 2.2. The strategies recommended for detecting

FoS in scientific authors’careers are also presented in section 2.2. Finally, in section

2.3, the limitations and research gap of these studies are explored.

2.1 FoS Trend Detection & Analysis Techniques

FoS trend detection’s purpose is to classify and organise all of the articles according

to their FoS. In a seminal study published in 1983, Callon et al. [9] developed a

method called co-word analysis, which was one of the first attempts to assess the

content of texts. Their main claim is that keywords are adequate to describe the

content of an article. The keywords used to define a publication’s content can

be thought of as the essential building blocks for describing science’s structure

in this approach. This method selects keywords from the papers and counts the

number of times they appear. The purpose of every phrase in a document is to

assist in its placement in the proper network area. The program then divides the

11
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network of keywords into groups depending on how frequently they occur together.

The scientific literature’s concepts or themes will be represented by the clusters

generated.

Many other research groups built on Callon and his colleagues’ work as computing

power improved, focusing in Scientometrics field [10], and technological research

[11], and analysing various fields like Informatics [12], Software Engineering [13],

and Geographic Information [14]. The fundamental issue is that such a technique

is incapable of dealing with polysemy and synonymy concerns because it focuses

on the recurrence of specific words and ignores context. Defense Advanced Re-

search Projects Agency (DARPA) created Topic Detection and Tracking (TDT)

programme, which laid the framework for this field [15]. Despite its focus on

broadcast news, this computer recognised the problem and provided useful sug-

gestions for automatically recognising subjects and organising a stream of papers.

They use cluster analysis to organise objects by their relatedness into bins that

represent subjects in order to locate topics. Allan and his colleagues experimented

with a variety of clustering techniques.

Eichmann et al. reference [16] created a system designed to identify the most cru-

cial phrases in news articles and then utilized term frequency-inverse document

frequency (tf-idf) to compute cosine similarity between each article. This process

allowed them to form clusters of related news pieces. On the other hand, Kullback-

Leibler [15] employed a different approach to select relevant news articles, utilizing

distance as a metric.One of the significant contributions of this work was the for-

malization of the problem of TDT (Text Data Mining), which played a crucial role

in advancing the field. In reality, based on one of Allan et al’s formalized tasks,

there are several approaches in the literature. The issue was divided into four

research tasks by Allan and his colleagues: Topic Detection, Topic Tracking, First

Story Detection, Story Segmentation and Story Link Detection. The clustering

task specifically, aids in discovery of the corpus’s thematic structure, and it essen-

tially comprises of technologies that summarise document content and categorise

it according to the subjects it covers.
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The data types provided in the literature can be used to classify all existing tech-

niques. The most essential pieces of information employed by techniques for detect-

ing themes in collections of scientific publications are titles, keywords, abstracts,

citations and complete text. To improve clustering performance, few techniques fo-

cus on just keywords information whereas others use the combination of abstracts

and keywords. It’s worth noting, however, that the corpus may impose limita-

tions on the proposed technique on occasion. Certain approaches, for example,

are unable to use the majority of a paper’s content due to a lack of data. The next

sections go through the most prevalent topic detection methods, organised by the

data types they use (abstracts or full text, citations, keywords and taxonomies,

and hybrid solutions that combine different domains).

In systems that rely on abstracts or full content of publications or both, the text

of scientific papers is frequently synthesised first. This dimensionality reduction is

achieved by eliminating specific relevant keywords known as bag of words, these

words precisely reflect the content. Previously, we discussed the widely used tf-idf

technique for extracting relevant terms from document content. This method [17]

[18] involves creating an index for each word, considering its significance in the

context of the entire document collection. Afterward, only the words with the

highest values are retained. The text pieces are subsequently sorted using cosine

similarity, which measures the similarity between documents based on the shared

terms they contain.

In molecular biology Roche et al. [19] choosed a similar method by using tf − idf

and may find discriminatory word groupings in texts, it ignores text structure,

meaning, and co-occurrences across documents. Furthermore, the reduction in

dimensionality is restricted, and it does not provide sufficient information about

the statistical organisation of texts between or within them. Topic modelling

has become an integral part of the next generation of topic recognition systems.

One of the most significant techniques in this field is Latent Dirichlet Analysis

(LDA) developed by Blei et al. [20] . In LDA, each paper is represented by a

set of topics, and each topic is characterized by a multinomial word distribution,

indicating the probability of each word occurring within that particular topic. The

primary objective of LDA is to uncover hidden patterns in the word structure of
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documents, revealing the underlying subject and topic of each document. This

involves calculating the hidden variables associated with topics and words.

On the other hand, the Tf-idf (Term frequency-inverse document frequency) ap-

proach operates on a lexical level. Unlike LDA, Tf-idf considers the specific char-

acteristics of words in documents. For instance, it would treat a network-related

text differently from a book about graphs, taking into account the word frequency

and its significance in the context of the entire document collection.

LDA has an advantage when dealing with related topics that often co-occur, like

networks and graphs appearing together in articles. Since LDA can identify such

closely related topics, it provides a comparable representation for articles dis-

cussing these subjects.

Apart from LDA and Tf-idf, other notable topic modelling techniques include the

Correlated Topic Model (CTM), Latent Semantic Analysis (LSA), and the Proba-

bilistic Latent Semantic Analysis (pLSA). Each of these methods brings its unique

approach to extracting and organizing topics from a collection of documents.

One of the earlier methods used for addressing the limitations of the tf − idf

approach is called Latent Semantic Analysis (LSA). LSA is particularly effective

in handling large collections of text data due to its ability to significantly reduce

dimensionality. The process involves calculating the frequency of each term in

the text while preserving the similarity structure between columns. Subsequently,

LSA applies a technique called Singular Value Decomposition (SVD) to reduce the

number of rows in the data.

By leveraging this approach, LSA can group together documents that share similar

keywords, as well as identify common terms among a group of documents [21]. This

enables LSA to capture two important linguistic features: synonymy (words with

similar meanings) and polysemy (words with multiple meanings). Through these

patterns, LSA detects the latent components present in a batch of documents.
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Hofmann created the pLSA [22] as a substitute for the LSA. Text words are anal-

ysed using the pLSA as samples from a mixed model, then extracts topics as multi-

nomial random variables, and hence mixture components using the Expectation-

Maximization technique. Blei and his colleagues created the LDA to address some

of the flaws in the pLSA, such as the fact that it only learns topic mixes in the

case of papers seen in the training period. Logistic normal distribution used the

Correlated Topic Model [23] to address the fact that LDA fails to capture the link

among topics.

Because it is realistic to predict that a fraction of the underlying hidden themes

will be closely connected. For example, data on health and sickness is likely to be

included in a scholarly study on genetics.LDA has been improved and expanded for

a wide range of applications since its inception. Some of the methods employed in-

clude supervised topic models, latent Dirichlet co-clustering, author-topic analysis,

temporal text mining, and LDA-based bioinformatics [24] [25]. Two more LDAs

developments are the LDA’s hierarchical structure [26], which arranges subjects

in a hierarchy, and the topic model based on relationships [27], which combines

the topic and network models for groups of papers that are linked together.

However, one of the major flaws of the LDA, as well as many other topic modelling

methods, is the lack of subject labels. These approaches communicate a topic by

utilising several phrases that are also descriptive of the circumstance, but choosing

one as a label is challenging, at least automatically. Morinaga and Yamanishi [28],

for example, use the entire text to organise the subjects in a collection of papers.

A Model is used to locate subjects, and changes in the extracted components

can be used to keep an eye on the advent of new ones (word clusters) by using

[29] Kleinberg’s approach, that will be described in further detail in the subject

evolution section. Morinaga and his colleagues characterise the topic structure

using a finite mixture after defining it as a single component of a mixture. Because

this technique was only tested on an email corpus, it is unknown how well it will

work on scientific papers.

Chavalarias and Cointet [30] came up with a strategy for rebuilding scientific rep-

resentations on their own. They searched the Thomson Web of Science corpus of
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over 200000 entries for anything connected to embryology research. They created

an n-grams list of 2000 that reflected the majority of important sentences using

the CorText Manager application. The clique identification method was then em-

ployed to perform clustering analysis on the co-occurrence matrix for the purpose

of reveal scientific evolution tendencies. Sayyadi and Raschid [31] provide another

network-based technique. Sayyadi and a coworker came up with a way to extract

all significant terms from a document’s text. The publications are then utilised to

form a network of keyword co-occurrences. They then use a community discovery

technique to find term clusters that match to network topics using a community

discovery technique.

The majority of citation network approaches are based on Small’s concept of clus-

tering scientific papers via co-citation analysis [32]. Citations have been used to

locate subjects in a variety of ways, with some systems combining keywords and

abstracts are examples of citations with other entities. Small [33] is credited with

inventing one of the first approaches for determining subjects from citations. Small

discovered ”hot domains” by accumulating and linking highly co-cited publications

over time. Boyack and Klavans [34] and Small [35] have provided more current

analyses of this subject, claiming that the fundamental technique remains appli-

cable despite changes in thresholds and normalizations throughout time. Similar

studies have been done by Small et al., as well as Upham and Small [36]. The ISI

corpus (now Web of Science) was used between 1999 and 2004 to find 20 develop-

ing subjects that formed co-citation clusters. Small et al. [37] on the other hand,

use Scopus data to do co-citation analysis, allowing them to undertake a more

comprehensive worldwide analysis rather than a more specific subject analysis.

CiteSpace, a programme created by Chen [38] uses a combination to find unique

emergent patterns using co-citation analysis and burst detection. They specialise

in network analysis that is progressive which entails combining network slices and

concentrating on key nodes that influence the evolution of the network through

time. In the fields of Regenerative Medicine [39], Mass-extinction and Terrorism

[38], Peptic Ulcer, Gene Targeting and String Theory[40] CiteSpace has been used

to characterise creative emergent ideas. According to their findings, the increase

in citations and the relevance of their articles’ betweenness are two of the most
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important factors in the formation of new topics. This is when two or more cur-

rent themes are combined to form new subjects or clusters. Combining phrase

distributions like n-grams considering the citation graph distribution linked with

publications that contain that phrase, Jo et al. [41] established a method for

recognising subjects. The word would have been the name for that topic in their

previous estimate, but they altered their method to recognise themes as a rela-

tionship between a number of terms.

The fundamental disadvantage of systems According to co-citation analysis, each

document may only be assigned to one topic. Rarely is a document monothematic.

As a result, these strategies may result in fractured document clusters. Keywords

are another way to recognise subjects in an anthology of papers. Scholars carefully

make use of keywords also known as subject terms to describe the research field

of their work [42] [43]. They highlight the paper’s uniqueness while expressing the

essential arguments and ideas. Such representation is critical for search engines

when it comes to returning relevant publications in response to a query. In the

literature, many keyword-based strategies for discovering subjects have been dis-

cussed. Duvvuru et al. [44] [45] investigated how link weights varied over time

in keyword co-occurrence networks. They intend to detect research patterns as

well as emerging subject fields using this strategy. Keywords as a theme alterna-

tive, on the other hand, has a number of disadvantages. Words like ”case study,”

according to Osborne and Motta [46], are ambiguous and may not always imply

research topics.

They also struggle with synonymy and polysemy, which arise when many phrases

refer to the same item or when a single phrase conveys multiple ideas. Yi and

Choi [47] proposed a method for dealing with some of Duvvuru et al’s issues.

The authors created a method for cleansing the keyword set before generating the

keyword network. When two keywords are considered similar, such as ”agent” and

”agents, ”Agent” and ”agents” are examples of words that have been combined

into a single form. If a term has two different keywords, the phrase ”efficiency

and effectiveness” is broken down into ”efficiency” and ”effectiveness.” However,

there are just a few guidelines on how to implement this method. Decker [48]

devised a method for analysing topic trends over time by using abstract keywords
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and phrases to create paper-subject correlations. This technique, in particular,

links a group of scientific papers to a well-chosen taxonomy of subjects. This

taxonomy was created by hand using topics from the proceedings, which were

then supplemented using phrases and keywords from the abstracts.

They can then look for research trends by looking at the number of publications

on particular themes has changed. Erten et al. [48] followed research trends by

tracking the evolution of subject graphs using the ACM Computing taxonomy.

These two approaches, which use subject taxonomies rather than keywords, could

be regarded an improvement over the strategy used by Duvvuru et al. [44]. The

primary problem The number of publications on particular themes has changed.

Erten et al. [48] followed research trends by tracking the evolution of subject

graphs using the ACM Computing taxonomy are gradually becoming obsolete.

The ACM Computing taxonomy was last updated in 2012 (six years ago), replac-

ing an earlier version from 1998. As a result, fresh emergent themes are not given

the opportunity to be included in the taxonomy, resulting in inaccurate classifica-

tion. To classify physics papers, Herrera et al. [49] suggested a concept network,

with each node representing a code for a particular physics problem. If the two

relevant codes appear in at least one article, the two nodes are linked. The Palla

et al. [50] used the Clique Percolation Technique to connect together comparable

communities over time to analyse the evolution of various sectors.

To undertake a comparable analysis in medicine, Ohniwa et al. [51] employed the

Medical Subject Heading (MeSH) 16. The National Library of Medicine in the

United States maintains the MeSH taxonomy, which is similar to PhySH in that it

is updated on a regular basis. Another tool in this area is Osborne and Motta’s [46]

Klink-2, a method for automatically constructing the Computer Science Ontology,

an ontology of study disciplines in computing. Klink-2 uses semantic technology,

machine learning, as well as knowledge gleaned from outside sources to reveal

relationships and develop DBpedia.

Klink-2 employs keywords in the same way that Erten et al. [48], Duvvuru et

al. [44] and Decker [52],: relatedEquivalent, contributes To, and broader Generic.

Compared to human-created ontologies like this computer-generated ontology has
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two key advantages. For starters, because the ontology is automatically con-

structed, it may could be quickly up to date accommodate new emergent themes

by reinstalling Klink-2 on a fresh batch of texts. The second advantage of Klink-

2 is that it can connect more ideas than other taxonomies. Rexplore [53], Smart

Topic Miner [54], Smart Book Recommender [55], and the detection of topic-based

research [56] are just a few of the applications that have profited from this semantic

characterization of research topics.

Finally, in literature, there are numerous techniques for selecting study subjects

using keywords. As we’ve seen, some systems rely solely on keywords, which

can lead to polysemy, synonymy, and other difficulties. Other algorithms, on

the other hand, infer from taxonomies of topics rather than keywords to provide

more accurate results. Methods that use automatically generated taxonomies,

on the other hand, are more complete and up to date. So far, we’ve looked at

methods for selecting subjects based on scientific journal abstracts or full texts,

as well as citations and keywords. We’ll look at hybrid systems This section

contains documents that employ a variety of metadata, such as venues, titles,

confereneces, journals, and authors. Some systems rely solely on one of these

components, while others employ a combination. The writers are the fundamental

agents in scientific endeavours. They do scientific study, publish their findings, and

present their discoveries to the public. Knowing about them can be valuable and

reveal surprise conclusions when analysing a corpus’s theme organisation. Author

networks are employed, with links representing co-authorship ties to analyse the

research environment in a variety of ways [57].

Other approaches, such as the Author-Topic Model (ATM) [58], build upon the

probabilistic themes model mentioned in the previous section to characterize writ-

ers’ patterns. The main objective of ATM is to integrate authorship information

into Latent Dirichlet Allocation (LDA). In LDA, text is represented as a distri-

bution of themes, and ATM expands this concept by associating themes not only

with words but also with authors. By doing so, ATM aims to identify which topics

are prevalent among different authors based on the entire corpus.
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To improve the results of ATM, the Probabilistic Author-Topic Model [59] was

introduced by the same research group. In this model, the text is divided into

various themes, where themes are treated as probability distributions over words,

and authors are represented as probability distributions over topics. Instead of

relying on LDA, they enhance Hofmann’s Probabilistic Latent Semantic Analysis

[22] for their approach.

However, the probabilistic approaches have their limitations. They tend to over-

simplify the representation of the data, overlooking factors such as topic correlation

and author interactions. To address these issues, a generative model called S-ATM

was developed by [60]. S-ATM utilizes the temporal ordering of documents to de-

tect topic evolution over time and evaluates the importance of relevant terms in

texts based on citations.

Scientific advancement and subject identification can also be found in conferences

and periodicals. Indeed, the organisation of a research topic may change over time

as a result of many publication channels. Currently, there are various approaches

to leverage publication venues, which can be broadly categorized into two groups:

methods that expand thematic models and approaches based on network analysis.

For instance, a notable contribution in this field is the Author-Conference-Topic

(ACT) model, introduced by reference [61]. This model extends the conventional

Author-Topic model [62] by incorporating data from conferences and publications.

The authors propose three distinct implementations of the ACT model, each offer-

ing a unique perspective on the connections between authors, subject distribution,

and conference information.

Yan and his colleagues [62] used the ACT model to explain how scholarly com-

munities and research subjects are linked and evolve together rather than as two

distinct entities. According to [63], the Author-Conference-Topic technique has a

flaw in that it maps subjects from a corpus of works to research fields provided

in conference ”calls for papers.” Because the latent themes derived using the that

the LDA will not always match to the conference subjects, this technique is not al-

ways feasible. Wang and his colleagues improve this functionality, they developed

Author Conference Topic Connection (ACTC) model, which combines conference
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subject information with information about latent mapping between subjects and

themes. [64] [65] and [66] are instances of techniques that rely on networks to

gather data from venues. [44] and [49] utilised a similar approach, constructing a

collection of entities that can be used to analyse and identity scientific subjects [64].

The method developed by Sun and her colleagues, on the other hand, is unique

in that it employs author co-occurrences to determine conference similarity. They

establish a network for each year, each node represents a current conference for

that year and their degree of connectedness is determined by the total number of

authors who have published in both conferences. They use the Louvain technique

to detect communities within the network once it has been built in order to locate

research areas [67].

Boyack et al. [65] developed a new strategy for locating participants that they

want to expand and use in the future. Using journal citation data, the authors

created a map depicting the structure of all research. They came up with eight

classification criteria for Journals are classified according to how they cite one

another. Despite the fact that this method is used the authors use visualisation to

highlight that each cluster of journals is linked to a distinct research topic. Infact,

to explore the evolution of Computer Science topics, [66] used a similar method

to visualise the at different moments in time, the knowledge network has changed.

Their method integrates data from DBLP and CiteSeerX on venues and citations,

respectively. They started by integrating them with citations from papers and

conferences to create a venue knowledge network. The network is then clustered

and the evolution of the network is tracked to uncover computer science sub-areas.

Other research groups, such as [68] [69], have looked into journal maps.

From more than 36, 000 big data articles across all academic disciplines between

2012 and 2017, authors used topic modelling and word co-occurrence analysis ap-

proaches to identify relevant topics [70]. The Several topics related to the storage,

gathering, and analysis of huge datasets were exposed by the results; The majority

of the papers were in the computational sciences. Other known studies themes

demonstrate how big data techniques and procedures are used outside of computer

science like business, health, and medical sciences. In actuality, the predominance

of these topics has grown throughout time. In contrast, some topics like big data
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analytics, parallel computing and network modeling have lost favour in recent

years. These outcomes most likely demonstrate the development of key big data

subjects and spotlight thriving new research trends relevant to large data in new

fields, especially in the social sciences, health, and medicine.

A large-scale knowledge network that classifies research papers in accordance with

the research themes from the Computer Science Ontology was used by the authors

to propose a framework for detecting, analysing, and forecasting research topics

(CSO) [71]. They first provided an example of how to add a set of research

topics from a domain ontology to a scientific knowledge network describing research

publications and their metadata.They presented many approaches for analysing

research from various angles that build on this knowledge graph. The benefits of a

solution built on a formal description of themes were presented, and they provided

an account of how it was put to use to create bibliometric studies and cutting-edge

tools for analysing and forecasting research dynamics.

Big data refers to enormous databases that make analysis using conventional data

processing methods difficult [72]. Researchers who want to work on this fascinat-

ing topic will benefit by recognising and grouping developing topics in this field.

Algorithms for text mining and social network analysis are used to spot the newest

trends in the big data field. In this study, authors first gathered all of the papers

that are pertinent to the big data field, and based on the extracted keywords, a

word co-occurrence network was built. The association rules technique was used

to determine the relationships between the keywords after the best clusters had

been found.

The authors created worldwide maps of research based on journal-journal citation

links using data from the Social Sciences Citation Index (SSCI) and the Journal

Citation Reports (JCR) in these investigations. There are a number of other

possibilities that are fairly similar to the ones we’ve just looked at. [73], [74],

[75] devised a method for creating computer science maps using DBLP paper

titles. They start by extracting common phrases and words, then utilising title

co-occurrence to calculate their similarity. The words are then clustered according

to their similarity ratings, resulting in a depiction of topic space in graphic form.
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The corpus is the key reason why authors only look at titles in the DBLP, which is

restricted to titles, authors and locations. However, there are drawbacks, such as

the fact that the title of a paper may not always reflect all of the topics addressed

in the research.

As we can see, there are a plethora of cutting-edge methods for locating topics

within a collection of articles. The extent to which the corpus is comprehensive, as

well as the availability of specific entities, may have an impact on the creation and

acceptability of research. To that purpose, we organised our research by group-

ing strategies that use a comparable collection of things together, then including

methods that combine many entities at the end.

2.2 FoS Evolution and Author’s FoS Detection

The static component of a FoS, i.e., its identification within a collection of doc-

uments, is the focus of FoS detection. Evolution of the FoS, on the other hand,

is concerned with the dynamic nature of FoS, or how they change over time. [15]

focused on two objectives in particular: First Story Tracking and Detection. The

First Story Detection (FSD) task is used to detect the first story find previously

unnoticed rising ideas. This task, in particular, keeps an eye on the incoming

document flow to see if any new subjects have arrived. A competent FSD sys-

tem, for example, should be able to recognise early Semantic Web papers from

2001, as well as Deep Learning and Cloud Computing papers from the mid-decade

(2000-2009). This task, on the other hand, can only recognise people after they’ve

already appeared, rather than anticipating or forecasting them.

Tracking, on the other hand, searches for fresh articles that address issues that have

already been covered. When analysing incoming articles, the analysing system

should be aware of the topics covered in the document collection and be able to

categorise them appropriately. This implies it will extract the themes from each

new document and arrange them with similar documents in the collection. The

system may now do a statistical analysis to track the current state and evolution

of each issue. Twenty years ago, some of the technology employed to aid in this
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endeavour was rather advanced. Cutting-edge algorithms for extracting topics

from texts, such as PLSA [22], are now available, as well as a variety of similarity

metrics for grouping articles based on their topics. These two tasks can be used by

users to keep track of and analyse concerns as they arise. Although these are two

distinct tasks, some solutions combine them to assess the existing state of each

topic while simultaneously discovering new ones and organising a large number of

incoming articles.

Di Caro et al. [76] devised a system for tracking the progression of topics inside

a corpus through time, as we’ll see later.They may even detect the emergence of

new motifs that have never been seen before in history if they use their method.

There are a number of approaches in the literature that attempt to track the

progression of themes as well as their origins in general. Others perform extensive

research [77], [78], [79] on some custom metrics based on the total number of papers

related to the issue [80], [81], or the number of authors [82]. Others may employ

co-word analysis [83], [84], hybrid studies [77] or citation analysis [78], [79], while

still others may employ citation analysis to discover document citation trends.

Finally, a third approach creates science maps using overlay mapping techniques

and relies on human experts to analyse new topics [69], [74].

The burst detection approach for detecting emerging subjects recognises rapid

changes in word usage, according to [37]. Kleinberg [29] is credited with inventing

the burst detection approach for spotting emergent subjects, which detects rapid

changes in word usage. This technique has stirred a good number of approaches

for identifying research trends [52], [78], [85], [86], [87], [88]. Citespace II [89],

Sci2 and Network Workbench [90], and all include burst detection as part of their

bigger tool sets.

Augur [91] is a revolutionary way for identifying study volunteers early on. Au-

gur looks at the diachronic linkages across fields of study and can spot clusters of

subjects with dynamics linked to the formation of new disciplines. A novel com-

munity discovery algorithm, the Advanced Clique Percolation Method (ACPM),

was devised expressly for this objective, is also featured. From 2000 through 2011,

Augur was compared to a gold standard of 1, 408 new themes. Kleinberg’s method
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involves analysing a stream of documents for bits that behave “bursty,” that is,

when they occur in a rapid burst of activity. This method uses probabilistic au-

tomation, with numerous phases dependent on how frequently each term is used.

There are as many automata as there are words, and they switch states when the

frequency of their associated word varies dramatically, such as at the start or end

of the burst period.

This technique can be used to discover FoS and concepts that have gained traction

and have sparked heated debate for some time. Because it does burst analysis for

each word, including stop words, it must be put into a pipeline that first pre-

processes the texts. Jo et al. [78] devised a method that incorporated phrase

distributions including n-grams and the citation graph distribution for publica-

tions containing the term in question. If a term is related to a topic, for example,

the authors expect that documents that contain that term will have a stronger

relationship than documents chosen at random. The approach is successful, ac-

cording to their findings, and can even detect new developing subjects. However,

because the citation network of a phrase takes time to build to become firmly

connected, their approach has a temporal lag.

By looking at how citation patterns have changed throughout time, Morris et al.,

[92], Small and Upham, [93], Shibata et al., [79],Morris, [94], Takeda and Kajikawa,

[95], Astrom, [96], can discover the birth of a new region. These methods are based

on the premise that bringing two previously unconnected or poorly connected

locations together will result in a better outcome could signal the formation of a

new subject that can build on earlier Takes. Because the authors focused on a small

area of optics, manual analysis was possible; nevertheless, we could argue that if

the domain was increased, such a strategy would not be scalable. Morris et al. [92]

use co-citation networks in their research to group bibliographically related texts

or to share a list of publications that have been cited. This strategy, however, has

the same faults as Takeda and Kajikawa [95]. Furthermore, no statistical metric

for analysing the introduction of a new topic is provided because these approaches

are evaluated by a human expert.
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Shibata et al. [79] on the other hand, used topological methodologies to identify

the rise of new topics without the help of expert specialists. The citation network

was separated into clusters by the authors and assigned the most representative

word to each cluster. By looking at the age of the cluster, the method detects

impending topics. This strategy, according to the authors, has a time lag, which

we agree with. This is a problem that any citation and co-citation network-based

strategy encounters. They are under represented in such networks because new

articles can take up to two years to be mentioned. Shibata et al. [79] urge that

these algorithms be supplemented with data from other sources, such as venues,

to detect the introduction of new subjects. Clarivate Analytics employs a different

approach, relying on citations rather than topological network analysis. Clarivate

Analytics has published a report called Research Fronts since 2013, which high-

lights a variety of important research fronts, including emerging and hot ones.

According to ”Research Fronts 2017”, ”A research front is made up of a core of

highly cited articles that are linked to the citing journals that often co-reference

the core,” this report lists 100 hot research fronts as well as 43 new ones.

They grouped the total number of research fronts (9,690) into ten macro-areas

to discover the most promising research fronts. The top ten research fronts for

each of these ten organisations are then chosen based on their highly mentioned

publications’ average year i.e., core publications. Following that, the identified

core articles, associated nations, and institutions are shown. Instead, they seek

for research fronts that are increasing in fields where in the last two years, notable

publications have been published (2015 to onwards). Human experts next analyse

and interpret the evolving research fronts in order to catch recent trends and

estimate their importance. This strategy has two significant flaws. This method,

like others according to citation analysis, there is a time lag between the emergence

of a research topic (emergent research fronts) and its identification. We can detect

the emergence of a new issue two years later in the worst-case scenario, even with

a two-year time lag. The second issue is the method’s potential for low recall.

Despite the lack of statistical data, in this report precision and recall were used

to identify hot and developing research fronts, the method can be used to detect
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a problem like this. Because their primary papers garnered inadequate citations

in the past two years, many fascinating subjects may go undiscovered.

The number of authors and co-authorship networks have been used to investigate

how the number of writers influences the birth of new topics. Guo et al. [97]

proposed a model that incorporates three different emergence signals.They came

to their conclusions based on the frequency of keywords, the expanding number

of authors, and the interdisciplinarity of the sources mentioned. The Rao-Stirling

diversity index, which is calculated on a year-to-year basis [98],[99] is used to calcu-

late the final indicator. Bursts of keywords appear before the introduction of new

themes, followed by rapid increases in the number of authors cited, as well as the

interdisciplinarity of the references cited,according to the researchers.Bettencourt

et al. [77] looked analysed co-authorship networks to determine if there were any

trends that could be linked to the formation of new research fields. Three main

patterns were discovered: (i) the average number of nodes grows, showing that the

network that surrounds such nodes is growing denser; (ii) the average path length

ins two nodes stays the same or shrinks, suggesting that the network’s width is

changing; and (iii) the largest component has a growing number of edges. These

all developments point to a tightening of the co-authorship network. As a result,

forming a new research group is seen as a precursor to the development of new

research topics.

The authors developed a method for determining the genesis of themes by study-

ing the expansion of conference networks. They started by creating a progressive

conference network using co-word analysis, with nodes representing links and con-

ferences signifying connections indicating proximity based on keywords extracted

from published papers. They then look for conferences that are becoming more

and more similar to one another, collapsing over one another as a sign of new

topics emerging. Di Caro et al. [100] devised a mechanism for monitoring sub-

jects’ progress over time. The approach takes two successive slices of the corpus

after splitting it into discrete time windows, using LDA, extract the topics, and

then examines how these subjects changed over time. The primary concept is

that by comparing topics created over a short period of time, one can discern how
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subjects develop and how their birth and death are captured. Morinaga and Ya-

manishi [101] developed a method for forecasting the birth of a new subject using

a probabilistic model called Finite Mixture Model. Using this method, the authors

dynamically learned the structure of subjects from the papers in each year. Re-

searchers then looked at the differences in the extracted components to see if any

new subjects had emerged. Their research, on the other hand, has never been put

to the test. Using scholarly publications to forecast the emergence of new study

areas is difficult.

One of the first overlay mapping methodologies was developed by Boyack et al.

[65], who mapped the “backbone of science”. They started by classifying the data

into temporal frames, then looking for phrase clusters and linking them to research

areas for each window, such as year.By monitoring the clusters for two years in a

row, they were able to match similar themes across time and discover new clus-

ters connected to new topics. Similarly, Leydesdorff et al. [69] developed soverlay

maps to assist policymakers in locating research bodies that cross traditional aca-

demic boundaries. These overlay mapping technologies are fascinating because

they enable users to visually analyse locations in a global research environment

where the number of publications is rapidly increasing. They can only provide a

coarse-grained perspective since they neglect intricate linkages between research

subjects. According to Rafols et al. [102] they should be used in conjunction with

other maps that provide more detailed viewpoints.

Different approaches and techniques are employed in literature to identify an au-

thor’s research interests and track their development throughout their career,

culminating in the discovery of new knowledge [103–107]. With the increasing

availability of large datasets in research, there is a unique opportunity to utilize

cutting-edge computational and mathematical tools to uncover the dynamic pat-

terns of scientific publications [108–110]. Apart from conventional studies [79–81]

that assess an author’s scientific impact using metrics like citation count and H-

index, recent methodologies have shifted towards analyzing authors’ careers by

quantifying and modeling the growth of research originality [111–117]. The in-

crease in an author’s output, measured by the number of publications, follows
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a steady evolutionary process over time, often referred to as the Matthew effect

[118].

Authors’ publications and their impact, as measured by citation counts, appear

to follow a random pattern, with one study highlighting the emergence of an au-

thor’s most important work among their various publications [112]. Additionally,

research has shown that authors may experience a peak period in their careers

when their performance surpasses typical levels [113]. Throughout an author’s

career, factors such as output, movement, reputation, and social connections have

been extensively studied [114–119]. Moreover, the evolution of authors’ research

interests is influenced by their shifts between different topics over time [120]. So-

ciologists have been investigating the reasons behind authors’ topic choices and

have discovered a potential trade-off between conventional productivity and risky

innovation [121].

Authors in the literature have employed various strategies, and sociologists have

developed models to categorize these strategies [122]. In recent years, the in-

creased accessibility of scientific papers has allowed for statistical examination of

topic/field selection. Several approaches have been proposed to determine au-

thors’ research domains in language-based themes [123, 124]. Additionally, sci-

entific funding has been suggested as a potential priority in these research areas

[125].

Research interests of individual physicists may evolve over the course of their ca-

reers, as indicated by a study that introduced physics categorization codes [126].

One recent study focused on using co-citing networks of papers to reveal commu-

nity structures, with each main community representing a distinct research topic.

This study investigated the variation of topic/field switching from the beginning to

the end of an author’s career [127]. Moreover, researchers analyzed the publishing

records of individual scientists to quantify their subject switching dynamics and

the resulting impact. Various methods exist in the state of the art for detecting

and evaluating research trend formation based on the type of analysis and entities

used. These methods can be classified similarly to detection strategies and, despite

their limitations, they contribute to advancing the state of knowledge. However,
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they each have their drawbacks. For instance, citation-based approaches suffer

from a temporal lag, making it challenging to quickly identify new topics. On

the other hand, co-word analysis approaches focus on previously recognized topics

that are already associated with specific labels or collections of terms. There are

diverse approaches for studying the evolution and development of Fields of Study

(FoS) over time. Some methods primarily concentrate on well-established FoS that

have a substantial publication count, while others explore the embryonic stage of

FoS. It is evident from the literature that researchers tend to work and publish

within their areas of expertise and interest.

When embarking on research, scientists often consider the popularity or trend of

a particular field. This can significantly impact their careers as scientific authors.

Choosing an FoS based on its popularity might have its advantages, but it also

carries the risk of potentially jeopardizing a researcher’s career if the field loses its

prominence or support in the future. Based on the critical analysis of the literature

review, there is not any ample solution on the analysis and evaluation of impact

of FoS trend following and how significant is to follow an FoS trend in Computer

Science field?. Can we use any measure other than citation count to detect the

trend of an FoS? Is there any relationship between different fields of study? Which

are the trendy FoS in Computer Science field? Who are the individuals involved

at the early stage of an FoS trend? What is the effect of following FoS trend on

research paper citations and on authors citation count [2, 73, 74, 94, 128]? Still,

these are inspiring and wide-open research questions. Table 2.1 displays most

related studies summary:

2.3 Research Gap and Analysis of Existing Ap-

proaches

As we have observed that in previous state-of-art approaches like keyword-based,

graph-based, bibliometric and hybrid approaches are used for FoS trend detection

and analysis in scientific articles.
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Table 2.1: Summary of some related studies

Reference, Year Technique Outcome Trend Focus Detect FoS
Trend

Detect FoS
Trend Follow-
ing

Ehsan et al. [2022] Topic Modeling ad
word co-occurrence.

Detect big data core topics and new
research trends pertinent to big data
in new domains, especially in social
sciences, health, and medicine

All academic disci-
plines publications

yes no

Angelo et al. [2021] Knowledge based
graph

Analyze research trends and pre-
dicting their impact on academia
and industry

Computer Science
Ontology publica-
tions

yes no

Seyed et al. [2020] Text mining and social
network analysis algo-
rithms

Identify emerging trends Big data domain
publications

yes no

Chengyao et al.
[2019]

Network based-model Detectrising trending topics and the
most influential peer

Computer Science
conferences

yes no

Salatino et al. [2018] Augur Detect researchtopics in embryonic
stage

Publications yes no

Binling et al. [2018] Text mining ap-
proaches, including
bibliometric analysis

Reveal research trends and evolu-
tion of research areas

Publications yes no

Effendy et al. [2017] Field of Study Score Detect research trends Computer Science
Conferences

yes no

Cano et al. [2017] Keyword based-model Topic detection Keywords yes no
Osborne et al. [2016] Semantic topic model Detect trends in new research areas Publications yes no
Motta et al. [2016] Graph-based ap-

proach
Detect trends Publications yes no
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Trend detection and analysis techniques are used to detect embryonic, current,

and imminent FoS trends from the scientific data. Researchers have also proposed

techniques for the detection, evolution and the development of FoS over time.

Their focus is on embryonic, well established and recognized FoS, where a few and

an active number of authors are involved with a number of publications. We have

also observed that various techniques have been studied in authors careers such as

the growth of authors’ productivity, reputation, social ties, and mobility. Previous

literature describes that an important aspect of scientific research is the growth of

authors’ research interest, which is represented in the switching of authors among

diverse FoS over time.

The detailed analysis shows that the scientific community has presented various

studies on;

1. FoS trend detection and analysis

2. birth and establishment of an FoS trend

3. number of publications and researchers in an FoS trend

4. communities of researchers being formed around an FoS trend

5. author’s FoS switching

6. measuring strength of an FoS trend

7. vanishing of an FoS trend

8. lifespan of an FoS trend

9. grouping of different FoS trends

10. trends in different disciplinesetc.

On the other hand, the state-of-the-art approaches is still missing a comprehensive

analysis on;

1. nature of response received to work done in a particular FoS trend

2. significance of following an FoS trend in Computer Science field

3. impact of following FoS trend on research paper citations in Computer Sci-

ence articles

4. can we use any measure other than citation count to detect the trend of an

FoS?
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5. analyze relationships between different FoS trends by using graph centrality

measures

6. detect trendy FoS in Computer Science field

7. researchers who are involved at the early stage of an FoS

8. detect FoS switching in scientific author’s career years

9. impact of following FoS trend on the careers of scientific authors

In the following chapter, we will elaborate on how to close these research gaps by

explaining the proposed approaches in detail.



Chapter 3

Proposed Methodology

3.1 Overview

The previous chapter presents a detailed discussion on the literature related to

different aspects related to FoS trends. The research gap in the literature review

forms the basis of our problem statement which then leads to the research ques-

tions. This chapter describes the proposed methodology that we have adopted to

answer the research questions. In this thesis, we have used Microsoft Academic

Graph (MAG) dataset; a well-known dataset that has already been used in many

studies [8]. We have used MAG dataset to analyze FoS trend and their impact on

research paper citations and authors citation count.

This chapter describes the proposed methodologies for research questions 1-3. To

identify the significance of FoS trend on research paper citations (RQ-1), we have

performed clustering on FoS and citations pattern separately. We presented a novel

method of Field of Study Multigraph (FoM), formed by using centrality measures;

degree, betweenness and closeness to analyze the FoS trend, citation trend and

the relation between research areas in Computer Science scientific articles. The

frequency of FoS in papers is also calculated to detect FoS trend. Rand Index value

is computed to find the similarity between two data clustering’s to analyze the

impact of FoS on citation count. Finally, we have used the correlation coefficient

to find the nature of a relation between FoS and citation patterns.

34



Proposed Methodology 35

We have proposed an approach to detect researchers who are involved at the early

stage of an FoS trend (RQ-2). First, we calculated the debut year of an FoS. Then,

we have computed the FoS publication count, its author count and FoS trend by

using FoM with degree centrality measure. Afterwards, we applied Rogers [129]

for the detection of trend setters and followers. Lastly, we have compared our list

of researchers (trend setters) with two existing lists that contain highly recognized

Computer Science scientists. The lists are as follows; (i) top 10 influential authors

identified by [91] and (ii) an existing list of Computer Science scientists with H-

index of 40 or higher (www.cs.ucla.edu/ palsberg/h-number.html)

Finally, to detect the impact of FoS on authors citation trend (RQ-3), we have

proposed an approach that detect the FoS trend of an individual author in his/her

career years by characterizing the relations between his/her publications and cita-

tions. We detected the FoS of authors, then we selected those authors who follow

the maximum trend of an FoS. Further, we calculated the citation count of authors

and we computed the citation trend of authors. We used the citation trend of au-

thors as input and predict the next year citation trend as output by using Multiple

Linear Regression (MLR) and Artificial Neural Network (ANN). We detected the

FoS trend of authors by using the field of study multigraph (FoM), formed by

using degree centrality measure. We have also applied MLR and Artificial Neural

Network on FoS degree values to predict the citation count.

The structure of the chapter is as follows: Dataset description is discussed in

section 3.2. Proposed Methodology for RQ-1 is presented in section 3.3-3.4.3.

RQ-2 overview and its proposed methodology is discussed in section 3.5-3.5.4.

RQ-3 introduction and proposed methodology is presented in 3.6-3.6.3.

3.2 Dataset Description

The dataset employed for this study is taken from Microsoft academic [8] and is

known as Microsoft Academic Graph (MAG) dataset which contains information

about different academic articles, fields of study and the association between aca-

demic articles. The academic articles include conference papers, journal papers

www.cs.ucla.edu/~palsberg/h-number.html
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and books. The data about these articles include id, title, authors.name, venue,

year, keywords, FoS, n citation, references, doc type, publisher, doi, and abstract

as shown in Table 3.1 below.

Table 3.1: MAG articles schema.

Field Name Description Example

Id MAG ID 00000707-26a7-491e-85b2-31063816253a

Title paper title
The Research and Application of Resource Dis-
semination Based on Credibility and UCON

authors.name author name Fengying Wang, Fei Wang
Venue paper venue Computational intelligence and security
Year published year 2007

Keywords keywords

[’mirrors’, ’technological innovation’, ’certifi-
cate authority’, ’image databases’, ’computa-
tional intelligence’, ’trust management’, ’con-
tracts’, ’fuzzy set theory’, ’usage control’, ’ac-
cess control authorization fuzzy set theory image
databases mirrors contracts computational intel-
ligence security fuzzy systems technological in-
novation’, ’access control models’, ’membership
function’, ’authorization’, ’access control’, ’secu-
rity’, ’fuzzy systems’, ’digital right management
’]

FoS fields of study

[’Membership function’, ’Computer Science’,
’Knowledge management’, ’Artificial intelli-
gence’, ’Information security’, ’Access con-
trol’, ’Computational intelligence’, ’Data min-
ing’, ’Authorization’, ’Fuzzy set’, ’Computer se-
curity’, ’Certificate authority ’]

n citation number of citation 50

References citing papers’ ID

[’2d2bcea7-33f9-4f58-81dc-
34eacc8d5945’,’61a8529d b737-49e2-
9c78-69040374bc8f’,’6e01112a-8c85-4252
ac08-f7977ae449a2’,’6ea51a04-50da-4621-
b7d7-f89bee33ac26’,’727312a4-6798-4195-
98d63d3b84965c5f’, ’93b8b7b4-6d81-4d59-
bb3b-fdfa494eff41’,’b04b629f19ef-447e-
806d-90644a78d670’,’b28a681c-35e9-4c2d-
aab6-d8208b1cb55a’,’c13e496c-b997-4b83-
ae464fe86768f891’, ’cae74a58-fd52-45af-
94fd-957939759810’,’e07bd0fa690d-4ea5-a693-
72b49b11254e ’]

doc type paper type Conference
Publisher publisher IEEE
Doi Doi doi:10.1109/cis.2007.47
Abstract abstract Based on the concept of credibility

The academic articles in MAG are from multiple disciplines such as Physics, Com-

puter Science, Engineering, Chemistry, and many others. The statistics about

overall data and data specific to Computer Science are thus, can be separated by

the FoS of each paper without analyzing the paper content or abstract of the paper.
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Table 3.2 shows the MAG dataset statistics about multidiscipline and Computer

Science.

Table 3.2: MAG dataset count of multidiscipline and Computer Science enti-
ties.

Entity Total Count Computer Science Count

Papers 228,956,810 1,354,603

Authors 231.969,837 2,324,591

Conferences 4,414 1,277

Fields of Study(FoS) 50,007 9,800

MAG investigated the communication activities within the academics, representing

them as a diverse graph containing six distinct types of entities [8]. These entities

comprise fields of study, authors, institutions (author affiliations), papers, venues

(such as journals and conference and events.

The relationships among these entities are quite straightforward and intuitive. For

example, the association between papers and venues is evident since papers are

published in journals/conferences, which justifies the connection between paper

and venue nodes in the graph.

Authors gather information about paper and author entities from two main sources:

(1) feeds provided by reputable publishers such as ACM and IEEE, and (2) web-

pages that are indexed by Bing. While the bulk of our data originates from the

indexed pages, it’s worth noting that the data obtained from the feeds of estab-

lished publishers generally exhibits higher quality and reliability.

Authors label the field of study (FoS) entities in their in-house knowledge base

where their type is currently missing. To achieve this, authors employed a seeding

process using two sources. The first source consists of entities already labeled as

FoS in the knowledge base. The second source involves identifying potential FoS

entities by matching their names with the keyword attributes in paper entities.
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With these ”seed” FoS entities, then leverage the relationships present in in-house

knowledge base. These relationships are calculated based on entity contents, hy-

perlinks, and web-click signals. The goal is to identify new FoS candidates that

may not be explicitly labeled as such but are highly related to existing FoS entities.

To do this, authors assess the entities that are related to known FoS entities but

lack any explicit type labeling. These entities are considered candidates for being

potential FoS entities. Then, use a classification approach based on the ratio of

the number of entities of the same FoS type in their top N related entities to N.

This allows us to create a final list of FoS entities, significantly expanding the size

of FoS entity collection.

Based on initial testing, this process has shown promising results. Then, identi-

fied new FoS entities with a significant increase in the overall FoS entity count,

expanding it by twenty times. Moreover, sample results indicate that the accuracy

of the identified new entities is above 98 percent.

Conference-related entities are gathered from several semi-structured websites,

which are indexed by Bing and act as central platforms for conference organizers

to announce their latest calls for papers. These websites primarily contain infor-

mation about individual conference instances, such as ”WWW 2015,” but they

may occasionally feature notices for journal special issues as well. To consolidate

the data and establish relationships, authors merge similar conference instances

from different websites and identify the corresponding conference series (venue).

This process involves using various signals, including acronyms, full names, years,

locations, and other relevant data extracted from the semi-structured content [8].

In MAG, FoS determines the area of focus of a particular scientific article. For

instance, a paper focusing on comparison between different machine learning algo-

rithms like, Support Vector Machine SVM and Näıve Bayes etc. will belong to the

FoS, ”Machine Learning” or ”Artificial Intelligence” [2]. Every paper in MAG has

a unique ID and is mapped to one or more associated FoS in the multiple levels

of MAG hierarchy i.e. level-0 to level-3 as presented in Figure 3.1.
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Figure 3.1: MAG different levels.

Figure above shows a snippet of the MAG hierarchy from level-0 to level-3. Com-

puter Science field lies at level-0 and there are total 35 FoS at level-1 of Computer

Science. Level-0 contains FoS at a more generic level, like Engineering, Computer

Science, etc. The lower levels contain more specific FoS as shown in the Figure

3.2.

Figure 3.2: An example of Computer Science FoS levels.

An example of mapping is shown in figure where a paper from the domain of

Computer Science is mapped to different FoS from level-3 to level-0. In general,

the structure of the FoS in MAG is in the form of a directed acyclic graph, i.e., an

FoS may have more than one parent FoS. For example, Cluster analysis (level-3),

belongs to Feature selection (level-2) and Classification (level-2) which belongs to

Machine learning (level-1) and Computer science (level-0).
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3.2.1 Dataset Preprocessing

As explained earlier, the MAG dataset contains articles from different domains.

For this study, we have selected the research papers from the field of Computer

Science published during 1950-2018. Even though the MAG contains the papers

that are published in journals and conferences. In this research, we have considered

studies which are published in journal and conferences as shown in Table 3.3.

Dataset preprocessing of research questions 1-3 are discussed in detail in their

relevant sections.

Table 3.3: Level-1 FoS of sampled papers.

Paper

id

Year Type Publisher Paper Title Author Level-0 FoS Level-1 FoS

103729 1988 Jour

nal

International

Journal of

Pattern

Recognition

and Artificial

Intelligence

On auto-

matic feature

selection

W

Siedlecki, J

Sklansky

Feature Selection,

Pattern Classifier,

Pattern Recogni-

tion, Decision rule,

Computer Science,

Simulation

Pattern

Recognition,

Simulation

105642 1987 Jour

nal

International

Journal of

Computer

Applications

Survey of

Expert Sys-

tems and the

Cognitive

Approaches

towards an

Effective Tu-

toring System

DK

Chaturvedi,

AP Pra-

japati

Expert Tutoring

Systems, Peda-

gogy, Decision

Making, Computer

Science, Artifi-

cial Intelligence,

Expert System

Artificial In-

telligence

109827 1999 Jour

nal

Computer

Networks

Finding re-

lated pages

in the World

Wide Web.

Dean, J.

and Hen-

zinger,

M.R

World Wide Web,

Search Engine,

Computer Science,

Algorithm, Pattern

Recognition, Web

Page, Feature

Selection.

World Wide

Web, Al-

gorithm,

Pattern

Recognition

100981 1962 Confe

rence

Work Standardised

Clinical

Datasets-

Pre-Requisites

to Successful

Data Mining

AIMIS,

Dean

White MSc

Speech Recogni-

tion, Computer

Science, Pattern

Recognition, Data

Mining

Speech

Recogni-

tion, Pattern

Recognition,

Data Mining

100231 1970 Confe

rence

In Space Op-

tics

Computerized

image dynamic

analysis

F.B.

Brown,

K.W.Hering

Computer Vi-

sion, Simulation,

Computer Sci-

ence, Computer

Graphics

Computer

Vision, Sim-

ulation,

Computer

Graphics
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Paper

id

Year Type Publisher Paper Title Author Level-0 FoS Level-1 FoS

101432 1970 Jour

nal

The Journal

of Internet

Banking and

Commerce

Quality of

Web-based

information

systems

Worwa,

Kazimierz

and Stanik,

Jerzy

Web-based infor-

mation systems,

Web engineering,

computer science,

Web-based soft-

ware, world wide

web, software

quality modeling

Web-based

information

systems, Web

engineering,

Web-based

software,

world wide

web, soft-

ware quality

modeling

3.3 Proposed methodology-RQ-1

RQ-1: How similar is the citation trend of papers belonging to the same

FoS?

We proposed an approach to identify the significance of FoS trend on research

paper citations. The answer to this question will lay the foundation for our next

questions where we try to establish nature of association between the FoS and

citation trend of author working in that FoS. This research question will establish

the similarity between the citation trends of authors belonging to same FoS. To

answer this question, we collected papers from MAG dataset belonging to different

FoS, and listed the citation patterns of all papers for five years (section 3.3.1). We

then performed clustering on FoS and citations trend of papers separately (section

3.3.2-3.3.3). We compared the similarity between these two clusters.

Our proposal is that if there is reasonable level of similarity between these two

clusters then it means there is an association between FoS and the citation pattern

of papers. Rand Index (RI) has been used to compare the similarity between the

two clusters (detailed in section 4.1.1). We performed another experiment for

the same RQ with a novelty that we proposed an FoS Multigraph (FoM) from

where we computed different centrality measures. Then, we used these centrality

measures in the same experiment with the objective to find a better metric to

establish similarity in the trend of papers belonging to same FoS. Once again we

used RI for the purpose (section 4.1.1).



Proposed Methodology 42

Figure 3.3: The proposed methodology.

Figure 3.3 is a graphical representation of modules of the proposed methodol-

ogy of RQ-1. The proposed methodology describes the FoS extraction process,

clustering technique, FoS clusters, relationship between different FoS, FoM graph

construction by using graph centrality measures: degree, closeness and between-

ness. Further, presents rand index and correlation as evaluation metrices.

3.3.1 Data Collection

This approach works on FoS of level-1 because it is the earliest and most generic

distribution of FoS of a particular domain of knowledge [2]. The FoS in MAG

becomes more specific when we move down in the hierarchy. After getting the

level-1 FoS of Computer Science papers, we have stored the paper id, year, title,

FoS, level-0, and level-1 FoS associated with the paper in a separate file named as

FoS dataset as shown in Table 3.4.
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Table 3.4: FoS of a sampled paper.

Paper ID Year Title FoS Leve-0

(FoS)

Level-1

(FoS)

24c7ef8ab23

98h455217b64b

2007 Joint opti-

mization of

relay strategies

and resource

allocations in

cooperative cel-

lular networks

Cellular net-

work, tele

communica-

tions, computer

science, base

station, resource

management,

operating sys-

tem, wireless

network, relay

channel, com-

puter network

Computer

science

Tele communi-

cation, oper-

ating system,

computer net-

work

To find out the association between the citation trend of papers and their corre-

sponding FoS, we need to process our dataset to collect the yearly citation count of

each paper and the number of publications for each FoS over the years. The MAG

dataset does not contain the year-wise count of citations. For this purpose, we

selected those papers that were published between 2007 and 2011, and calculated

the yearly citation count of each paper for the next five years, as shown in Table

3.5 below.

Table 3.5: Yearly citation count of five sampled papers.

Paper

Year

Level-1 FoS Publica-

tion Year

yearly citation count

PY+1 PY+2 PY+3 PY+4 PY+5

p12007 telecommunications, oper-

ating system, computer

networks

2007 8 76 104 120 112

p22008 World Wide Web, Com-

puter Security, Computer

Networks

2008 1 19 21 22 21
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p32009 Machine Learning, Data

Mining, Artificial Intelli-

gence, Simulation

2009 0 1 2 0 0

p42010 Computer Vision, Simu-

lation, Artificial Intelli-

gence, Machine Learning

2010 0 4 9 12 15

p52011 Data Mining, Database,

Machine Learning, Infor-

mation Retrieval

2011 4 10 20 25 16

In the above table, the first column shows the paper number and its publication

year, the second column illustrates the level-1 FoS associated with the paper.

The third column contains the publishing year, the next five columns contain the

citation count of papers over the next five years. After calculating the citations

pattern of an individual paper, we have calculated the citations pattern of each

of 34 level-1 FoS of Computer Science. For this purpose, we have summed the

citation count of papers belonging to different FoS. Table 3.6 shows the citations

pattern of some of FoS over five years.

Table 3.6: FoS citation count.

Level-1 FoS yearly citation count of Different Level-1 FoS

2007 2008 2009 2010 2011

Machine Learning 1283 844 1214 1412 1733

Data Mining 979 1039 1775 1836 1144

Computer vision 970 550 1023 1131 1108

Artificial Intelligence 919 887 1084 1084 1554

Operating System 885 534 663 992 748

Theoretical Computer Science 820 433 551 992 644

Finally, we replaced the FoS associated with each paper with the citation count

of FoS for the publication year of the paper. Out of those citation counts, we

picked the top three ones. The example of pre-processed data used to perform

experiments is shown in Table 3.7 below.



Proposed Methodology 45

Table 3.7: Papers with their citation counts and those of associated FoS.

PaperY ear Yearly Citations of FoS Yearly Citations of Papers

Top1 Top2 Top3 2007 2008 2009 2010 2011

p12007 885 696 530 1 1 2 2 4

p22007 884 854 696 5 7 8 12 14

p32007 1283 979 919 4 1 3 5 5

p42007 1283 970 919 1 3 1 1 3

p52007 1283 979 745 3 7 12 15 20

The example of pre-processed data used to perform experiments is shown in Table

3.7 below. In this table, five papers published in the year 2007, the citation count

of the top three associated FoS for 2007, and the citation count of each paper for

the next five years, are shown as an example. The prepared data set contains

the papers published from 2007-2011. In the next section, we have presented our

approach to investigate the similarity between FoS and citations pattern.

3.3.2 Clustering

We have applied the clustering technique to analyze the impact of FoS on citation

count of papers. Clustering is a method of grouping similar objects (commonly

signified as a vector of measurements) into different clusters based on similarity.

Clustering analysis is one of the key analytical methods in data mining. The

clustering technique is mainly appropriate for the studies focusing on capturing

inter-relationships amongst the data items [100]. This study forms two different

sets of clusters to address the RQ-1.

In one set of clusters, a 5-year count of citations of papers is considered as the

feature set and in the other set, we used the citation count of top three level-1

FoS associated with papers. Thereafter, similarity between two sets of clusters

is calculated using rand index and correlation. Before applying clustering, we

first analyzed the clustering tendency of our dataset. For this purpose, Hopkins

Statistic H was chosen. This is a spatial statistic that tests the spatial randomness
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of a variable as distributed in a space [126]. The equation is as given below.

H =

∑n
i=1 yi∑n

i=1 xi+
∑n

i=1 yi
(3.1)

where: H is the Hopkins statistic value ranging from 0-1, n is the number of points

in dataset, yi is distance from the the i-th data point, xi is the distance from the

i-th randomly generated point.In the test, if data is uniformly distributed
∑n

i=1 yi

and
∑n

i=1 xi would be near to each other, and therefore H would be about 0.5.

This test is conducted iteratively using 0.5 as a threshold. If the value of H is less

than 0.5, it means that data does not have statistically significant clusters. If the

value of H is close to 1, this means that the data can significantly form clusters.

We have computed H for our dataset separately on the citation pattern of papers

and also the citation count of FoS. This has been computed year-wise for all the

papers. All the values of H were more than 0.5 suggesting that our dataset tends

to form meaningful clusters. Table 3.8 shows the value of H calculations.

Table 3.8: Hopkins statistic values for two feature sets.

Year Citation Count

FoS Papers

2007 0.7 0.6

2008 0.7 0.6

2009 0.7 0.6

2010 0.7 0.7

2011 0.7 0.7

As indicated by the values of H, our dataset has a reasonable tendency for clus-

tering. We have applied k-means clustering on Computer Science papers for five

different years with two different selected feature sets, which are yearly citation

counts of corresponding FoS and papers’ citation counts as shown in table (above).

Afterwards, the similarity between the two sets of clusters is calculated for evalu-

ation.
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K-means clustering [128] is a partition-based cluster analysis method. According to

this algorithm, first, we randomly selected k data values as initial cluster centers

or centroids, then calculated a proximity metric (generally Euclidean distance)

between each data value and each centroid and assigned it to the closest cluster,

after that we updated the averages of all clusters, repeated this process until the

criterion is not matched. K-means clustering aims to partition data into k clusters

in which each data value belongs to the cluster with the nearest mean. The

equation used for Euclidean distance is:

d =
k∑

k=1

n∑
i=1

||xi − uk||2 (3.2)

where k signifies k cluster centers, uk signifies the kth center, and xi represents

the ith the point in the dataset. The value of k, in K-means, is set by evaluating

Sum of Squared Error (SSE) with different values of k generally starting from 2

and moving onwards. For our experiments, the graph between the value of k and

corresponding SSE is shown in Figure 3.4.

Figure 3.4: The relationship between SSE and the value of k for citation
count(left), FoS(right).

As per this diagram, the value of SSE falls with an increase in the value of k and

it rises at 8. Therefore, we set the value k as 7. After applying K-means clustering

on citation counts of FoS with k equals to 7, a total of seven clusters were formed.
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3.3.3 Field of Study Clusters

The clustering results show the interaction of certain FoS with each other. We can

see this with the interaction between co-appearance of FoS in a research paper and

similar citation trends as they are clustered in the same group. We can see this

with the interaction such as co-appearance of FoS in a research paper as shown

in Table 3.9. In particular, in research fields interdisciplinary interactions such as

Machine Learning, Data Mining, Data Science, FoS may co-exist within one article,

and the relationship between FoS may be important information. Therefore, it is

essential to analyze the FoS that has a great influence on other FoS, such as the

relationship between FoS, and the FoS that co-exists in articles.

Table 3.9: Grouping of different FoS based on the similarity of their citation
count patterns.

Clusters Field of Study (FoS)

Cluster0 Distributed Computing, Real-time Computing, Operating System, Parallel

Computing.

Cluster1 Artificial Intelligence, Machine Learning, Computer Vision, Simulation.

Cluster2 Computer Security, Computer Networks, World Wide Web, Telecommunica-

tions.

Cluster3 Data Mining, Data Science, Database, Machine Learning.

Cluster4 Theoretical Computer Science, Algorithm, Computer Vision, Computer Graph-

ics.

Cluster5 Operating System, Telecommunications, Computer Networks.

Cluster6 Machine Learning, Data Mining, Database, Information Retrieval.

As it can be seen from the above table that cluster0 comprises following FoS of

level-1: ”Distributed Computing, Real-time Computing, Parallel Computing, Op-

erating System”. These combinations look very natural, e.g., there is a possible

relationship between the Distributed Computing, Real-time Computing, and Par-

allel Computing. These FoS usually occur together in the majority of research

publications and both FoS seem to be more equal in terms of influence on each

other. We can also observe that similar FoS shows similar citation trends of papers

as they are clustered in the same group. Cluster1 comprises these FoS: ”Computer

Networks, Real-Time Computing, Operating System, Telecommunications”. We
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have also generated 7 clusters based on the citations pattern of the papers as

shown in Table 3.9. We discussed results in the next chapter section 4.1.2.

3.4 Field of study trend and relation between

research areas

In this thesis, we have used a multigraph with centrality measures to measure

an FoS trend other than citation count. Since most of the papers in our dataset

correspond to more than one FoS, which establish a link or relation between them.

One possible approach to explore the significance or trend of an FoS other than

the citation count could be the co-occurrence of an FoS with other FoS. More an

FoS co-occurs with other FoS, more significant or trendy it is. The graph is a

natural representation of such links between objects providing different centrality

measures to measure the significance of objects within the graph.

For this purpose, we propose to construct an FoS multigraph (FoM) from the

articles. Next, the trend of each FoS can be determined using graph centrality

measures. In this study, we have applied three classic centrality measures (de-

gree centrality, closeness centrality, and betweenness centrality). These centrality

measures have been evaluated in the context of FoS. Lastly, these metrics are

considered as FoS trend metrics and compared with the results obtained for the

citation count (Table 3.6).

3.4.1 Field of study multigraph (FoM) construction

A field of study multigraph (FoM) is built from the FoS of Computer Science

papers. A multigraph is permitted to have multiple edges (also called parallel

edges) between two nodes. Thus, two vertices (nodes) may be connected by

more than one edge. A multigraph is a set of vertices, V which shows FoS, a

set of edges, E which shows relation ship between different FoS, and a function

f : E −→ u, v : u, vϵV andu ̸= v The significance of every FoS is then resolute
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Figure 3.5: FoM for three example papers.

using graph centrality measures and papers are categorized based on the FoS they

comprise. The construction of the FoM graph is principally based on the FoS

which are enclosed in a research paper and their vicinity. Each FoS that is en-

closed within the research paper is signified by a system of a labeled node. The

edges are focused to grab the structure of the FoS as they occur inside the research

papers (relationship of FoS in the paper) as illustrated in Figure 3.5. The nearness

between the FoS is signified by the edges that join the nodes and is defined using

an explicit extensive diversity of FoS. As an example, let us suppose three papers

with their corresponding FoS, as given below.

Paper1 FoS: Algorithm, Computer Vision.

Paper2 FoS: Algorithm, Computer Vision, Data Mining, Machine Learning.

Paper3 FoS: Data Mining, Machine Learning.

The FoM for the above papers is shown in Figure 3.5. The FoM shows that

Algorithm is connected to Computer Vision, Machine Learning and Data Mining.

Similarly, Computer Vision is connected to Algorithm, Machine Learning and

Data Mining, and Data Mining is connected to Algorithm, Computer Vision, and

Machine Learning. Likewise, Machine Learning is connected to Algorithm, Data

Mining, and Computer Vision. Algorithm and Computer Vision have parallel

edges (e1, e2) as these FoS have appeared in paper 1 and paper 2. Similarly, Data

Mining and Machine Learning have parallel edges (e7, e8) as they appeared in



Proposed Methodology 51

paper 2 and paper 3. As soon as the FoM graph is constructed, centrality measures

including degree, betweenness, and closeness are computed for each node by using

the formulas shown in equation 3.3, 3.4 and 3.5 in the following sections.

Once the FoM is constructed, centrality measures are calculated to assign a value

to each node. Let G = (V,E, f) be a multigraph with a set of vertices (FoS)

V , a set of edges E and f mapping edges between nodes. Starting with degree

centrality, this section describes all the centrality measures employed in this study.

1. Degree centrality: is defined as the number of edges incident upon a node.

Applied to FoM, the degree of a node vi represents the number of FoS that

co-occur with the FoS equivalent to vi. Let CD(vi) be the degree centrality

of a node vi is given by [130]:

Cd(vi) = deg(vi) (3.3)

Generally, vertices with a higher degree or more connections tend to have

a greater capacity to influence others. In the context of FoM, the value of

degree centrality indicates the co-occurrence of a node (FoS) with other FoS

in different papers which may be considered as influence or trend of that

FoS.

2. Closeness centrality: measure the node centrality in a connected graph

and calculated as the sum of the length of the shortest paths between the

node and all other nodes in the graph. Thus, the more central a node is,

the closer it is to all other nodes in the network. Let distance (vi, vj) be

the shortest distance between nodes vi and vj. The closeness centrality of a

node vi is [130]:

Cc(vi) =
1∑

y distance(vj, vi)
(3.4)

The degree centrality signifies the importance of a node (FoS) based on its

direct connections with other nodes (FoS), whereas the closeness centrality

covers both direct and indirect connections of an FoS showing how central a

node in the FoM is.
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3. Betweenness centrality: is a measure of centrality in a graph based on the

shortest paths. For every pair of vertices in a connected graph, there exists

at least one shortest path between the vertices such that either the number

of edges that the path passes through. This computes the number of times

an FoS (node) behaves as a bridge alongside the shortest path between two

other FoS (nodes). Here, σ(st) is the total number of shortest paths from

node s to node t and σ(st, v) is the number of those paths that pass through

v [130].

CB(v) =
∑

s ̸= v ̸= σ(st, v)

σ(st)
(3.5)

Being between means that a node can act as a bridge to provide flow of

knowledge between most of the nodes in a network. FoS with high between-

ness are the pivots in the network knowledge flowing. The nodes with the

highest betweenness also result in the largest increase in typical distance

between others when they are removed.

Table 3.10: Top-10 centrality measures.

FoS Centrality Measures for year 2007

Degree Betweenness Closeness

Algorithm 2150 0.9393939 0.01053

Artificial Intelligence 3200 0.9487532 0.0194119

Computer Networks 2925 0.9393939 0.0172436

Computer Vision 2680 0.9257143 0.0183707

Data Mining 2755 0.9211111 0.0182324

Database 2435 0.9193939 0.0100324

Machine Learning 3064 0.9117647 0.0194327

Operating System 2720 0.9293939 0.0105444

Theoretical Computer Science 2387 0.9387543 0.0128119

World Wide Web 2545 0.9193939 0.0191463

After constructing FoM, we calculated the degree centrality measures for all nodes

of FoM (representing FoS) starting from the year 2007 till 2011. Table 3.10 shows

the values of centrality measures of top-ten trendy FoS for the year 2007.
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3.4.2 Citation Trend of Trendy FoS

Bibliometric analysis is used to identify citation trends from various aspects. Ci-

tation analysis is a bibliometric method used to reveal different patterns of the

scientific community. Researchers can measure the significance of their publica-

tions with the help of citation analysis. They may gain facts about that paper’s

effect on its field by calculating the number of times it has been cited in research

publications. Additionally, the citation trend is a good measure to analyze the

impact of a research publication as high count of citation specifies usefulness and

effectiveness.

A citation trend ct is the group of citation sequences sharing a common pattern

of evolution of citation count. Citation sequences of various citation trends show

different evolutions of citation count [6]. A citation-sequence of a research paper p,

indicated as, s∆t(p) = [c1(p), c2(p), . . . c∆t(p)] is a sequence of citation count ci(p)

over a period of time 1, 2, 3, . . . t, where ci is the citation count of the ith year after

p gets published. For a collection of research papers, given a paper pϵP , its citation

count c(p) is the number of papers that cite p, denoted by, c(p) = |p′ϵP : p′citesp|.

Figure 3.6: Top-10 trendy FoS citation count.

An FoS receiving comparatively high citation count is considered the more influ-

ential FoS as it is being followed by more researchers in more papers. This can

be used to establish an order among FoS and the ones at top most levels can be

called as trendy or popular FoS [6]. We derive our definition of Trend of an FoS
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over time t from the work of [6] as follows: Let F be set of all FoS defined in MAG,

F = f1, f2, . . . ., fn, the FoS of a paper F(p) is defined as;

F (p) = fi(p)|pcontainsfi (3.6)

Similarly, we define papers of an FoS as;

P (f) = p1, p2, ...pn(p)|picontainsf (3.7)

Then, trend of an FoS f is defined as scintometric value of (c) of that FoS for the

next t years of its publication years as;

s∆t(f) = [c1(f), c2(f), . . . c∆t(f)] (3.8)

where scintometric value of a particular year for an FoS is sum of values of all

papers belonging to that FoS as given in the last equation below:

c(f) =
∑

(c(π) : πϵP (f)) (3.9)

c(p) = |p′ϵP : p′citesp| (3.10)

Here, the goal of bibliometric classification is to evaluate the citation trend of

top-10 FoS in the Computer Science area. Counting the number of citations for

each paper (where top FoS appears) and then calculate total citations of top-10

FoS give the FoS citation count, as shown in Figure 3.6. This exposes the impact

and worth of the scientific research field. Machine Learning, Data Mining, and

Computer Vision have the highest citation count in 2007, 2008, and 2010. Machine

Learning, Artificial Intelligence, and Computer Networks have achieved maximum

citation count in 2009. Whereas, Machine Learning, Data Mining, and Artificial

Intelligence have the highest citation count in 2011.
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3.4.3 Trendy FoS

As mentioned above, the previous work on Trendy FoS is based on citation counts

of the papers, however, the centrality measures computed from FoM can also be

used as the basis of Trendy FoS. The reason being that these measures demonstrate

the link or interaction of and FoS with other FoS, that can be used to determine

the trend. By analyzing the constructed FoM (section), we found the FoS with the

highest degree, closeness, and betweenness to understand the trends of FoS over

the time. Figure 3.7 (a-c) shows the top-ten trendy FoS with repect to different

centrality measures, that is, degree, closeness and betweenness centrality.

As we can see in Figure 3.7(a), Artificial Intelligence, Machine Learning, and Com-

puter Networks have a maximum degree in 2007. Artificial Intelligence, Machine

Learning, and Data Mining have achieved a high degree in 2008. Artificial Intel-

ligence, Computer Vision and Data Mining have a high degree in 2009. Machine

Learning, Computer Vision and Data Mining have a maximum high degree in 2010.

However, Artificial Intelligence, Machine Learning, and Data Mining attained a

high degree in 2011. Closeness centrality shows the top-10 trendy FoS as shown

in Figure 3.7(b). Artificial Intelligence, Theoretical Computer Science, and Al-

gorithm has a maximum value in 2007. Artificial Intelligence, Machine Learning,

and Data Mining have a maximum value in 2008. Algorithm, Database, and Data

Mining in 2009 has revealed the high value. Artificial Intelligence, Algorithm, and

Database have achieved a maximum value in 2010. Whereas, Operating System,

Computer Networks, and the World Wide Web has a maximum value in 2011.

Betweenness centrality shows the top-10 trendy FoS as shown in Figure 3.7(c).

Betweenness means that a node can act as a bridge to provide flow of information

between most of the nodes in a network. FoS with the high betweenness are

the most influential nodes in the network. Artificial Intelligence and Machine

Learning, World Wide Web has maximum betweenness value in 2007. World Wide

Web, Theoretical Computer Science and Machine Learning have the highest value

in 2008. World Wide Web, Machine Learning, and Database has a maximum value

in 2009. Data Mining, Machine Learning, and World Wide Web achieved high

value in 2010. Computer Vision, Artificial Intelligence, and Theoretical Computer
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Figure 3.7: Top-10 Trendy FoS(a)degree, (b)closeness, (c)betweenness.

Science have a maximum value in 2011. Table 3.11 below shows the ordering of

top-10 FoS in year 2007 (as an example) with respect to different metrices.

Table 3.11: Top-10 FoS order in 2007.

Level-1 FoS Order of Top-10 FoS w.r.t Different Metrics in 2007

Frequency Degree Betweenness Closeness

Machine Learning 1 2 9 4

Computer vision 2 6 5 7
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Level-1 FoS Order of Top-10 FoS w.r.t Different Metrics in 2007

Frequency Degree Betweenness Closeness

Operating System 3 5 4 3

Database 4 8 7 5

World Wide Web 5 7 8 1

Data Mining 6 4 6 6

Artificial Intelligence 7 1 1 9

Theoretical Computer Science 8 9 3 2

Computer Networks 9 3 10 8

Algorithm 10 10 2 10

An interesting fact that can be noticed while analyzing the values of different

metrics is that the top-10 FoS across multiple metrics are the same, however, their

order among the top-10 values is different.

In this section, we discussed about the significance of FoS trend on research paper

citations. We have presented the FoS trends from 2006-2011 using different met-

rices. The comparison of these metrices has been given in next chapter (section

4.1.2). In the next section, we describe the process of identification of scientific

researchers at the early Stage of an FoS trend.

3.5 Identification of Scientific Researchers at the

Early Stage of FoS Trends

After identification of FoS trends, it is possible to determine the researchers who

were involved at the early stage of an FoS trend known as “trend setters” and the

authors who followed it afterwards known as “trend followers”. Classifying authors

into these two categories will help researchers to identify the influential authors in

a specific FoS. Studying work of “trend-setters” of an FoS guides a researcher that

how an FoS was originally conceived and proposed, the later review on that FoS

will guide the stages it has gone through. For example, E.F Codd’s work [131] on

Relational Data Model (2601 citations upto 2022) or Tim Berners Lee’s work [132]
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on Semantic Web (2190 citations upto 2022) gives real insight into these areas.

That is why their work is still being cited heavily even today.

Classifying researchers at the early phase of an FoS is of importance as it will define

who the noteworthy authors that started were or in growth the popularity of a

particular FoS trend. For example, the Association of Computational Machinery

(ACM) program distinguishes and regards researchers for their accomplishments

in the Computer Science and Information Technology fields. The detection of

researchers that are recognized as “trend setters” might assistance in defining the

researchers to cogitate for such honors.

According to state-of-art approaches, as soon as an innovative scientific area of

research emerges, it drives over two key stages. In the preliminary phase, a group

of researchers come to an agreement on few elementary concepts, construct a

theoretical background and instigate to form a new scientific community. Subse-

quently, the research area moves in an acknowledged phase, where ample number

of researchers start working on it, creating and publishing results [133].

An approach [91] also highlighted the earlier phase, known as an embryonic phase,

in which an FoS has not yet been clearly known and labelled by a research commu-

nity. However it is now taking shape, as proved by the evidence that researchers

from diverse fields are making new collaborations and creating new research, ini-

tially to explain the paradigms and issues related with the emergence/early phase

of new FoS.

New FoS emergence at the early stage can bring noteworthy benefits to anyone

involved in the research community. Academic editors and publishers can use this

information and suggest the most recent and motivating contents. Researchers

may not only be involved in new FoS trends associated to their fields however, they

may also find it very beneficial to be notified about the progresses of important

new research fields. Companies and institutional funding agencies also required to

be frequently updated on how the research landscape is evolving, therefore that

they can make initial choices about their important funds.
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The goal of our study is to develop an approach that will detect ”trend setters”

and ”trend followers” by identifying; (i) FoS debut year, (ii) FoS trend in papers

and (ii) FoS trend of authors, at early stage by constructing a multigraph using

degree centrality measure. We also focus on determining who were the researchers

that published at the early stage of an FoS. This approach builds on the work of

[91] where they identify the influential authors of an FoS in the embryonic stage,

whereas our approach detects trend setters at the early stage of an FoS after its

birth?

3.5.1 Proposed Methodology-RQ-2

RQ-2: How can we differentiate between trend setters and trend fol-

lowers?

Classifying researchers at the early phase of an FoS is of importance as it will

define who the significant authors that started were or in growth the popularity

of a particular FoS trend. We have proposed an approach to detect influential

researchers who were involved at the early stage of an FoS trend known as trend

setters and the authors who followed it afterwards known as trend followers. The

influential authors (trend setters) achieved high citation count and significance in

a particular FoS. In our proposed approach, firstly, we have considered the debut

year of an FoS as per approach of [91]. We selected the “Semantic Search” FoS

because it has been discussed in our reference paper. From the debut year, our

approach determines the trend setters through following steps:

1. We selected all the authors who published in the birth year of selected FoS.

In this work, we have selected “Semantic Search” with birth year 2003 as it

has been discussed in our base paper [91] (section 3.5.2).

2. Then, we computed the publication count of these authors for next five years

in Semantic Search, their citation count for the papers on Semantic Search

and the degree centrality of FoM for their papers on Semantic Search for

next five years. We sorted three lists in descending order (section 3.5.3).
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3. Afterwards, we applied Rogers Information of Diffusion Theories (IDT) [129]

on three lists generated above. As per the Rogers IDT, top 2.5% authors

are taken as trend setters and rest as different types of trend followers.

4. Lastly, we have compared our lists of researchers (trend setters) with two

existing lists that contain highly recognized Computer Science scientists.

The lists are as follows; (i) top 10 influential authors identified by [91] and

(ii) an existing list of Computer Science scientists with H-index of 40 or

higher (www.cs.ucla.edu/ palsberg/h-number.html).

Figure 3.8: The proposed approach.

This section describes the proposed methodology of RQ-2. Dataset description is

already discussed in section 3.2 in detail. In proposed approach FoS debut year

is calculated first and discussed in section 3.5.2. Different counts for selected FoS

is presented in section 3.5.3. In section 3.5.4, we discussed the emerging FoS rate

www.cs.ucla.edu/~palsberg/h-number.html
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of adoption, trend setters and followers. Figure 3.8 describes the modules of our

proposed approach.

3.5.2 FoS Debut

Authors in [91] identified FoS belonging to the Computer Science, which emerged

in the period from 2000-2009 as shown in Table 3.12 and all these FoS lies in level-2

in MAG dataset. The simplest way to detect the debut of an FoS is to consider

the year in which the label of the FoS was used for the first time as keyword in a

paper. For example, the FoS ”cloud computing”, first appeared in the year 2006.

However, considering only the year in which its label firstly appeared as the year

of debut can be misleading. An FoS label can in fact be discussed in few articles

with some meaning and then become popular in later years with a totally changed

meaning.

It is the case of ”linked data”, that initially was used in the context of databases

to refer to pieces of data linked to each other before being adopted by the seman-

tic web as a specific method for publishing data using the Resource Description

Framework (RDF) format [91]. This label misuse can create significant noise. To

handle this issue, authors choose as debut year of an FoS the first year in which

it reaches at least 5 publications. At the same time, they named the previous five

years of debut year as embryonic duration and from this duration they identified

influential authors; those whose work ultimately gave birth to this new FoS in the

debut year. In this way, they can be more certain that a new label is already

recognized by multiple researchers.

Table 3.12: Selected debutant FoS and year [91].

Fos Year of Debut

Service Discovery 2000

Ontology Engineering 2000

Ontology Alignment 2005

Service-oriented architecture 2003

Smart power grids 2005

Sentiment analysis 2005
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Fos Year of Debut

Semantic search 2003

Linked data 2004

Semantic web technology 2001

Vehicular ad-hoc networks 2004

Mobile ad-hoc networks 2001

P2P Networks 2002

Location-based services 2001

Service-oriented computing 2003

Ambient intelligence 2002

Social tagging 2006

Community detection 2006

Cloud computing 2006

User-generated content 2006

Information retrieval technology 2008

Web 2.0 2006

Ambient assisted living 2006

Internet of Things 2009

3.5.3 Different Counts for Selected FoS

As mentioned above, we are working on the Semantic Search (SS) FoS, following

our base paper. We selected all those authors who worked in SS in the debut

year, that is 2003. Table 3.13 below shows the number of authors and number of

publications in SS in five years starting from birth year:

Table 3.13: Semantic search publication count and author count from 2003-
2007.

Fos Year Publication Count Author Count

Sematic Search 2003 232 545

Sematic Search 2004 313 756

Sematic Search 2005 421 959

Sematic Search 2006 482 1151

Sematic Search 2007 609 1413
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As shown in the table above, there were 545 authors who worked in SS in 2003

(the birth year) and our proposal is that the trend setters for the SS are among

these 545 authors. We selected all papers of these authors involving SS FoS for

five years (2003-2007) and also the citation counts of those papers. Table 3.14

shows some of the authors for SS with their respective paper count and citation

count:

Table 3.14: Semantic search authors publication count and citation count
from 2003-2007.

Sr. No. Researcher Publication count Citation Count

1. Dieter Fensel 97 375

2. Dan Suciu 62 323

3. Justin Zobel 44 164

4. James Allan 42 111

5. W. Bruce Croft 29 109

6. Dragomir R. Radev 28 67

7. Alon Halevy 27 74

8. Katia Sycara 26 60

9. James Hendler 25 54

10. Clement Yu 24 76

11. Wolfgang Nejdl 23 48

12. Victor Vianu 22 62

13. Amit Sheth 20 45

14. Andre Esteva 20 35

15. Tom Gillespie 19 37

16. Richard Christie 18 30

17. Wenpeng Yin 17 32

18. William W. Cohen 15 32

19. Yuanzhang Li 15 34

20. Berthier Ribeiro-Neto 13 22

After having these two lists, we computed the third list and that is the degree

centrality measure of FoM constructed for each author against his work on SS

for the years 2003-2007. For this purpose, we collected the papers of individual

authors working in SS FoS during 2003-2007. For each author, we prepared co-

occurrence data for the SS FoS.

Table 3.15 shows the SS co-occurrences and its degree with other FoS during a

specific time period. This data has been compiled for one author’s publications

during 2003-2007.
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Table 3.15: Semantic search co-occurrences with other FoS and its degree
from 2003-2007.

Level-1 FoS Semantic Search co-

occurrence with other

FoS

FoS Trend-Degree

2003 2004 2005 2016 2007

Semantic Search Content-Based Retrieval 4 - - - -

Semantic Search Computational Semantics 3 2 4 4 3

Semantic Search Semantic Equivalence 3 2 - 3 3

Semantic Search Social Semantic Web 3 5 3 3 4

Semantic Search Semantic Computing - 3 - 5 5

Semantic Search Digital Libraries - 4 4 4 3

Semantic Search Intelligent agents - - 6 - 5

Semantic Search Explicit Semantic Analysis - - 3 3 4

Semantic Search Similarity Heuristic - - 4 5 4

Semantic Search Support Vector Machine - - - 3 6

Semantic Search Information Retrieval System - - - 4 5

As can be seen from the table that SS appeared with content-based retrieval,

computational semantics, semantic equivalence and social semantic web in 2003.

Likewise, with computational semantics, semantic equivalence, social semantic

web, semantic computing and with digital libraries in 2004 and other years. From

this data we prepared FoS multigraph (FoM) for a particular author as discussed

in section 3.4.1. From this FoM we computed the degree centrality of the SS FoS.

In this way, we prepared the degree centrality for all authors working in SS FoS.

Table 3.16 3.15 below shows the values of degree centrality of authors working in

SS FoS.

Table 3.16: Authors SS degree from 2003-2007.

Sr.

No.

Researcher FoS Degree Sr.

No.

Researcher FoS Degree

1. Dieter Fensel 323 11. Wolfgang Nejdl 63

2. Dan Suciu 276 12. Victor Vianu 54

3. Justin Zobel 113 13. Amit Sheth 61

4. James Allan 101 14. Andre Esteva 55

5. W. Bruce Croft 82 15. Tom Gillespie 51

6. Dragomir R. Radev 50 16. Richard Christie 49

7. Alon Halevy 97 17. Wenpeng Yin 39
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Sr.

No.

Researcher FoS Degree Sr.

No.

Researcher FoS Degree

8. Katia Sycara 71 18. William W. Cohen 35

9. James Hendler 87 19. Yuanzhang Li 31

10. Clement Yu 88 20. Berthier Ribeiro-Neto 29

The Table 3.16 contains degree centrality of the authors working in the SS FoS

in year 2003 (debut year) and we compiled this table for their work between year

2003 and 2007.

So far, we have prepared three lists containing publication count and citation count

(Table 3.14) and degree centrality of 545 authors working in SS FoS in year 2003.

We are going to use these lists to find out the trend setters for the field of Semantic

Search as explained in the next section.

3.5.4 Emerging FoS and Rate of Adoption

After the detection of FoS debut year, its publication count, author count and FoS

trend. Now, it is possible to identify the researchers involved at the early stage of

FoS trend and who followed FoS trend afterwards. An FoS in its debut year seems

appears only in the papers of this time period and not in papers (back years), it

can be now the early stage of an FoS. The authors involved at this stage of FoS

are the trend setters or innovators and others are trend followers. We use Rogers

IDT [129] to detect the trend setters and followers from the early stage of an FoS

trend.

The above figure 3.9 shows the trend setters and followers categories as depicted in

[129]. We applied Rogers IDT on the three lists that we prepared for 545 authors

who worked on SS FoS in the debut year, that is, 2003. We have presented the

trend setters, the five adopter classes and the estimated fraction of authors encom-

passed to each are positioned on the adopter dispersal. The part to the leftward

of the mean time x of adoption minus two standard deviations 2sd comprises the

initial 2.5 percentage of the researchers intricate in the emergence of a trend the

innovators or trend setters. The subsequent 13.5 percentage of researchers who
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Figure 3.9: Rogers Innovation Diffusion Theory adopter categories [129].

adopt/accept the new trend are encompassed in the part among the mean minus

one standard deviation sd and the mean minus two standard deviations; they are

labeled early adopters.

The succeeding 34 percentage of the researchers are adopters, known as early

majority, are comprised in the part among the mean time of adoption and minus

1sd. Amongst the mean and 1sd to the right of the mean are positioned the

subsequent 34 percentage of authors to accept/adopt the trend, the late majority.

The preceding 16 percentage of authors are known as laggards [129].

1. Trend Setters/Innovators According to Rogers [129] innovativeness is

the value to which a person or a rate of adoption is comparatively earlier

in accepting novel concepts than other fellows of an organization. Innova-

tiveness guided in understanding the chosen and important behavior in the

innovation-decision process. Therefore, he classifies the adopters on the ba-

sis of innovativeness. Trend setters/innovators are willing to experience new

concepts and ideas. They act like the gatekeepers bringing the new concepts

in from the outside of a system. Trend setters are capable to handle with

advanced stages of ambiguity about a novelty than followers. Such as, they

are the earliest to expose a new idea/concept in their method, they can-

not be influenced by upon the particular assessments of the innovation from
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other followers of their organization. Trend setters accept a novel idea there

is nearly no one in the organization/ structure who has familiarity with the

innovation. Trend setters who adopt an innovation as the first 2.5% of the

individuals in an organization.

2. Trend Follower Categories Trend followers place their stamp of approval

on a new idea by accepting it. They feel that it is safe to adopt now. These

are the members of a system who wait till most of their peers adopt the

innovation. There are also some individuals in a system who most need the

benefits of a new idea are generally the last to adopt an innovation. Because

of the limited resources and the lack of awareness-knowledge of innovations,

they first want to make sure that an innovation works before they adopt.

Therefore, they tend to decide after looking at whether the innovation is

successfully adopted by other members of the system in the past. Due to all

these characteristics, some followers innovation-decision period is relatively

long [129]. Here, we are considering early adopters, early majority, late

majority and laggards in trend follower categories.

We have detected trend setters who are involved at the early stage of an FoS

(only in debut year) as 2.5% of authors and trend followers who followed the

FoS trend after debut year by applying Rogers [129]. As Table 3.17 shows

trend setters and followers distributions.

After the detection of researchers as trend setters and followers, we have

calculated the trend setters publication count, FoS publication count and

author FoS trend by using FoM with degree centrality measure.

Table 3.17: Semantic search trend setters and followers in 2003.

FoS Debut Year #Papers #Authors Trend

Setters

Trend

Followers

Semantic Search 2003 232 545 13.625% 86.375%
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3.6 Quantifying the impact of FoS on author’s

citation trend

A significant aspect in scientific research is evaluating the impact of scientific con-

tribution of a particular author. In literature, various metrices have been proposed

for this purpose such as; h-index, citation, expertise, venue, versatility, social and

network features such as; betweenness, closeness and PageRank. Authors select a

particular Field of Study (FoS) to work in based on their interest and seeing the

currently hot topics. One aspect that may encourage/support in the selection of

their research area is the future impact of their work.

There are multiple studies in literature that focus on FoS trend detection and

analysis; measuring strength of an FoS trend and of vanishing of an FoS trend etc.

However, the previous work contains a gap of working on effect of following an FoS

on citation trend of scientific authors. We have proposed an approach that detects

the FoS trend of an individual author in his/her career years by characterizing the

relations between his/her publications and citations. Hence our research question

number three is:

RQ-3: What is the impact of FoS on authors citation trend?

The main focus in this question is that what is the effect of following FoS trend

on the careers of scientific authors? Following the latest FoS trends provides

researchers a good advantage in the fast-paced world and to be able to connect well

professionally and also it creates a high impact on their paper citations and their

careers. FoS trend following is significant for Computer Science researchers as they

will be able to smartly decide at what could be coming ahead of the research fields

in Computer Science and will help to make positive and insight decisions for the

future of their research fields in this area. Similarly, researchers will aptly be able to

anticipate the new FoS trends coming in Computer Science field, because they will

already have a good idea of what is already coming. The significance of identifying

FoS trends, a researcher could determine fields of interest with respect to its success

or impact. The ability to recognize FoS trends is noteworthy for anyone involved
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in the research environment, including researchers, academic publishers, journal

editors, institutional funding bodies and other relevant stakeholders.

This section encompasses details about RQ-03. Section 3.6.1 describes the pro-

posed approach. Authors FoS extraction, publication count, citation count, cita-

tion trend and FoS degree trend discusses in section. 3.6.2,3.6.3.

3.6.1 Proposed Methodology-RQ-3

We have proposed an approach that compares the citation trends of papers be-

longing to same FoS and with different FoS. Our claim is that if there is more

association between the citation trends of papers belonging to same FoS, then it

establishes the fact that an author working in a particular FoS will receive the

similar citation trend as that of the FoS. Our methodology comprises of following

major steps:

� From MAG dataset in the field of Computer Science, we identified the FoS

of authors and combined the citation counts of authors belonging to same

FoS forming different groups (section 3.6.2).

� We fitted the predictive model on these different groups using Multiple Linear

Regression (MLR) and Artificial Neural Network (ANN) (section 3.6.3).

� We tested the performance of each of these models with test data from same

group and from each of the different groups using R2 as performance metric.

Finally, we analyzed the results of R2 to find any support (chapter 4 section

4.3)

This research uses the scientific articles published from 1950-2017 time period in

the domain of Computer Science from Microsoft Academic Graph (MAG) dataset

[3].

This section describes the proposed methodology of RQ-3. As we already discussed

Dataset description in section 3.2 and dataset preprocessing is described in section
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Figure 3.10: The proposed approach.

3.6.2 in detail. Finally, in section 3.6.3, we discussed the proposed model. Figure

3.10 presents the proposed approach of RQ-3.

3.6.2 Data Preprocessing

As explained earlier, the MAG dataset contains articles from different domains.

For this study, we have selected the research papers from the field of Computer

Science published during 1950-2017. Even though the MAG contains the papers

that are published in journals and conferences. In this research, we have considered

conference and journal papers both as shown in appendix A Table ??. We chose

three different time periods to perform our experiments, such as, 1970-1975, 1990-

1995 and 2008-2013. These durations represent the earlier, mid and last part of

our dataset, so they become an effective representation of the entire data. We

extracted all publications of these time periods from MAG dataset. Then, we
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stored paper id, publication year, paper title, author, FoS, level-0, and level-1 FoS

in a separate file named as author FoS dataset as shown in Table 3.18.

Table 3.18: FoS of three sampled papers.

Paper id Year Paper Title Author Level-0 FoS Level-1 FoS

100981 1962 Standardised

Clinical Datasets-

Pre-Requisites to

Successful Data

Mining

AIMIS, Dean

White MSc

Speech Recog-

nition, Com-

puter Sci-

ence, Pattern

Recognition,

Data Mining.

Speech Recog-

nition, Pattern

Recognition,

Data Mining.

101432 1970 Quality of Web-

based information

systems

Worwa, Kaz-

imierz and

Stanik, Jerzy

Web-based

information

systems, Web

engineering,

computer

science, Web-

based soft-

ware, world

wide web, soft-

ware quality

modeling

Web-based

information

systems, Web

engineering,

Web-based

software,

world wide

web, soft-

ware quality

modeling.

100231 1970 Computerized im-

age dynamic analy-

sis.

F.B. Brown,

K.W.Hering

Computer

Vision, Simu-

lation, Com-

puter Science,

Computer

Graphics

Computer

Vision, Sim-

ulation,

Computer

Graphics.

Table 3.18 shows the paper id, publication year, paper title, author name, level-0

and level-1 FoS of three sample papers from 1962 and 1970. The level-1 FoS of these

papers in MAG dataset is: Speech Recognition, Pattern Recognition, Data Mining,

Web-based Information Systems, Web Engineering, Web-based Software, World

Wide Web, Software Quality Modeling, Computer Vision, Simulation, Computer

Graphics.

From this data, we identified the main FoS for an author, that is, the FoS in

which he/she has maximum publications. This data is computed for authors in
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six selected FoS for five years in aforementioned three durations, that is, 1970-

1976,1990-1996 and 2008-2014 (each year separately). The FoS selected are Data

Mining, Computer Network, World Wide Web, Computer Vision, Library Science

and Computer Engineering. However, Google scholar and Google Ngram Viewer

also exposed that Data Mining, Computer Network, World Wide Web, Computer

Vision, Library Science and Computer Engineering FoS appeared before 1970 as

shown in Figure 3.11.

Figure 3.11: Trend of Data Mining FoS [7].

Now, we extracted authors who followed the maximum trend of a specific FoS in

their publications in a specific year. For example, an author1 has 3 publications

p1, p2, and p3 in year 1970. The FoS in p1 = Data Mining, Machine Learning,

in p2 = Artificial Intelligence, Machine Learning and in p3 = Data Science, Data

Mining, Machine Learning. Here, author1 uses 4 different FoS in 3 papers i.e;

Data Mining, Machine Learning, Artificial Intelligence and Data Science.

Afterwards, we have calculated the author’s publication count p(c), citation count

c(p) , and citation trend up-to 5 years of a specific FoS. As the Table 3.19 shows

publication count and FoS count of an author A1 from 1970-2015. A1 have two

publications in 1970 and papers covers following level-1 FoS: Data Mining, Machine

Learning and Artificial Intelligence. A1 have three publications in 1971 and pa-

pers comprises of the following level-1 FoS: Data Mining, Data Science, Database,

Machine Learning, Information Retrieval and Artificial Intelligence. A1 has one

publication in 1972 and papers encompasses following level-1 FoS: Data Mining,

Data Science and Database and upto so on.
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Table 3.19: Publication count and FoS count of an author A1 from 1970-2015.

Author Year Publications Level-1 FoS p(c) FoS (c)

A1

1970
P1 Data Mining, Machine Learning.

2
2

P2 Data Mining, Artificial Intelli-

gence.

2

1971

P3 Data Mining, Database.

3

2

P4 Data Mining, Data Science, Ma-

chine Learning,

3

P5 Information Retrieval, Artificial

Intelligence.

2

1972 P6 Data Mining, Machine Learning,

Data Science, Database.

1 4

. . . .. . . . .. . . . .. . . . .. . . . ..

2015

P202 Data Science, Data Mining, Ma-

chine Learning.

8

3

P203 Pattern Recognition, Speech

Recognition, Machine Learning.

3

P204 Information Retrieval, Data

Mining, Machine Learning,

Artificial Intelligence.

4

P205 Data Mining, Artificial Intelli-

gence, Data Science, Database,

Algorithm.

5

P206 Pattern Recognition, Speech

Recognition, Machine Learning,

Artificial Intelligence, Data

Mining.

5

P207 Computer Security, Database,

Simulation.

3

P208 Information Retrieval, Data

Mining, Algorithm, Machine

Learning, Artificial Intelligence.

5

P209 Data Mining, Artificial Intelli-

gence, Data Science, Database.

4

However, A1 have eight publications in 2015 and papers comprises of the follow-

ing level-1 FoS: Data Science, Data Mining, Machine Learning, Pattern Recogni-

tion, Speech Recognition, Artificial Intelligence, Information Retrieval, Algorithm,
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Computer Security and Simulation. Now, we have the publication count and FoS

count of an author. FoS publication count in a specific year is also calculated and

shown in Table 3.20.

Table 3.20: Author A1 FoS Publication Count.
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FoS(p(c))

1970 2 1 1 0 0 0 0 0 0 0 0

1971 2 1 1 1 1 1 0 0 0 0 0

1972 1 0 1 1 0 0 0 0 0 0

. . . .. . . . .. . . . .. . . . .. . . . .. . . . .. . . . .. . . . .. . . . .. . . . ..

2015 6 5 5 3 3 2 2 2 2 1 1

Next, we calculated the citation count of a paper of an author. For an archive of

scientific publications P of an author A1, a paper pϵP , its citation count cc(p) is

the number of papers that cite p [6]:

cc(p) = |p′ϵP : p′citesp| (3.11)

For the papers published by a particular author during the time period of 1970-

1975, we calculated their citation counts for next five years. Table 3.21 shows the

citation count for author A1 for his papers published in the selected time period.

Table 3.21: Yearly Citation count of papers of an author starting from 1970.

Author Publication Year = Y
Citation count in. . . .

Y+1 Y+2 Y+3 Y+4 Y+5 Y+6

A1

P1970 1 1 2 1 2 2

P1970 1 1 1 1 1 1

P1971 1 2 2 3 2 3
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Author Publication Year = Y
Citation count in. . . .

Y+1 Y+2 Y+3 Y+4 Y+5 Y+6

P1972 1 2 2 2 3 2

For the papers published by a particular author during the time period of 1970-

1975, we calculated their citation counts for next five years. Table 3.21 shows the

citation count for author A1 for his papers published in the selected time period.

As shown in the table, author A1 published two papers in 1970, one paper in 1971

and one paper in 1972. We calculated the citation counts of papers from birth

year up-to next 5 years. After calculating the yearly citation count of each author

then we calculated the citation trend cty(a) of an author (a) for the year (y) as

the sum of citation counts cc(pi) of all papers of author (a) published in year y.

cty(a) =

y+5∑
i=y+1

cci(p) (3.12)

In equation 3.12, p represents the papers of author (a) published in year y, whereas

the right side of equation sums the citation counts of papers (p) for next five years.

The table 3.22 below shows the citation trends of three different authors for the

year 1970.

Table 3.22: Yearly Citation count of papers of an author starting from 1970.

Author 1971 1972 1973 1974 1975 1976

A1 2 2 3 2 3 3

A2 0 1 2 2 3 2

A3 1 1 1 2 2 2

In this research, we have selected six different FoS from level-1. We are considering

Data Mining, Computer Network, World Wide Web, Computer Vision, Library

Science and Computer Engineering. We have randomly selected these six FoS

considering it a good representation of overall data. Moreover, we selected papers
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published in different eras of our dataset, one from initial times, one from middle

and one relatively recent. The prepared dataset contains the papers published

from 1970-1975, 1990-1995 and 2008-2013.

Next, we combined the authors having the same FoS forming six different groups

of our selected areas. The Table 3.23 below shows the 5 years’ data about different

groups that we created:

Table 3.23: Dataset statictics of six FoS from 1970-1975.

1970 1971 1972 1973 1974 1975 Total

No. of authors in Computer

Science

39627 33924 36560 38955 41500 47137 237703

No. of papers in Computer Sci-

ence

26845 23,643 25123 26516 28214 32032 162373

No. of authors in Data Mining 717 626 624 698 700 821 4468

No. of papers in Data Mining 406 370 366 397 417 496 2643

No. of authors who’s max FoS

trend is Data Mining

60 67 70 75 82 90 444

No. of papers of authors -max

FoS trend -Data Mining

72 79 80 82 90 100 503

No. of authors in Computer

Network

578 512 558 708 744 805 3914

No. of papers in Computer

Network

353 323 353 403 439 500 2371

No. of authors who’s max FoS

trend is Computer Network

45 54 59 67 70 75 370

No. of papers of authors -max

FoS trend -Computer Network

60 76 77 80 86 90 469

No. of authors in World Wide

Web

2264 1773 1832 1809 1869 2067 11614

No. of papers in World Wide

Web

1773 1414 1439 1421 1490 1616 9153

No. of authors who’s max FoS

trend is World Wide Web

1000 800 850 790 860 800 5100

No. of papers of authors -max

FoS trend -World Wide Web

700 650 600 560 600 620 3730

No. of authors in Computer Vi-

sion

1929 1846 2064 2289 2441 2878 13447
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1970 1971 1972 1973 1974 1975 Total

No. of papers in Computer Vi-

sion

11431 1107 1226 1334 1405 1646 7861

No. of authors who’s max FoS

trend is Computer Vision

960 850 1000 1120 1130 1670 6730

No. of papers of authors -max

FoS trend -Computer Vision

700 690 710 750 780 800 4430

No. of authors in Library Sci-

ence

1097 1180 11581 1144 1252 1273 7104

No. of papers in Library Sci-

ence

450 480 485 450 500 520 2885

No. of authors who’s max FoS

trend is Library Science

430 460 480 500 510 530 2910

No. of papers of authors -max

FoS trend -Library Science

180 190 205 210 225 230 1240

No. of authors in Computer

Engineering

260 298 211 251 260 275 1555

No. of papers in Computer En-

gineering

146 152 129 149 155 154 885

No. of authors who’s max FoS

trend is Computer Engineering

57 60 72 75 79 80 423

No. of papers of authors -

max FoS trend -Computer En-

gineering

42 53 60 67 70 83 375

Table 3.23 shows summary of data set that we have created out of MAG data set.

The first two rows show the overall number of authors and number of papers in

the field of Computer Science for the duration of 1970-1975. The third row shows

the total number of authors who published in Data Mining. The next row shows

number of papers having Data Mining FoS. Next is the number of authors who’s

maximum FoS is Data Mining and then the papers of those authors. In this way,

every set of four rows describes the summary of data about six selected FoS.

In the next section, we discuss our proposed model to investigate the similarity

between authors FoS trend and citation patterns.
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3.6.3 Proposed Model

As discussed earlier, we had citation trends of six different FoS for five years. We

fitted Multiple Linear Regression (MLR) on each data set separately. Multiple

linear regression is a statistical method used to analyze the relationship between

a dependent variable and two or more independent variables. It is an extension

of simple linear regression, where only one independent variable is considered.

In multiple linear regression, the dependent variable is predicted using a linear

combination of the independent variables.

The multiple linear regression model can be expressed as:

Y = β0 + β1X1 + β2X2 + β3X3 + ...+ ϵ (3.13)

where Y is the dependent variable, β0 is the intercept or constant term, β1, β2,

β3, . . . , βn are the coefficients of the independent variables X1, X2, X3, . . . , Xn,

respectively, and ϵ is the error term.

The main purpose of multiple linear regression is to determine the coefficients of

the independent variables that best predict the dependent variable. This is done

by minimizing the sum of the squared residuals between the predicted values and

the actual values of the dependent variable.

For each data set we performed different experiments taking one year’s citation

count as input and predicting citation count for the second year. Then, we took

two years’ citation count as input and predicting for third year. In the same way,

at the end we took five years’ citation counts as input and predicted for the sixth

year. We proposed a model to predict the citation trend of authors.

Table 3.24: Proposed Model for each six FoS.

Input (x) Output (y)

Year 1 Year2

Year1-Year2 Year3

Year1-Year2-Year3 Year4
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Input (x) Output (y)

Year1-Year2-Year3-Year4 Year5

Year1-Year2-Year3-Year4-Year5 Year6

Table 3.23 above presents a summary of our proposed model. Reason for increasing

input feature one by one is that, we wanted to study the behavior of FoS impact

on citation trend of authors in different environments. That is, starting from a

relatively weaker fit where we have just one feature to a relatively stronger model

where we have five features. We performed these experiments for papers published

in 1970 till 1975. For paper published in 1970, we calculated citation count from

1971-1976. For those published in 1971, we calculated citation count from 1972-

1977. Likewise for papers published in 1975, we calculated citation court from

1976-1981. For every set, we performed experiments as shown in Table 3.24.

We fitted models in each of the six FoS as sketched in Table 3.24 above and used

R2 as the performance metric. We tested each of the models with the test data

set from same FoS from which model was fitted and from all other five FoS and

analyzed the R2 value in each case. We also performed same experiments using

Artificial Neural Network (ANN) to further strengthen our findings.

An Artificial Neural Network (ANN) is a computational model inspired by the

structure and function of the biological neural networks of the human brain. An

ANN consists of layers of interconnected nodes, called neurons, which are organized

into input, output, and hidden layers. Each neuron in the network receives input

signals from the previous layer, performs a computation on those inputs, and

passes the output to the next layer.

The inputs to the network are typically feature vectors, and the outputs are the

predictions made by the network for a given input. During training, the network

learns to adjust the weights of the connections between neurons to minimize the

difference between its predictions and the actual outputs.

As mentioned earlier, we planned to evaluate the results obtained by testing models

using the test dataset of the same FoS versus those obtained by testing on other
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FoS. The layout and strategy for experiments have been described in this section.

We have presented and evaluated the results in the next chapter 4.3.

We performed our experiments for RQ3 using an established metric, that is, ci-

tation count, and our results seem promising that we are going to discuss in next

chapter. However, we performed same experiments using the degree centrality

measures from FoS Multigraph created using the papers of authors from same

FoS. The purpose of these experiments was to evaluate the performance of degree

centrality in the prediction of response that authors may get for their work in a

particular FoS. If results of degree centrality are comparable or better than those

obtained through citation count then we may propose to use this metric as the

representative of authors’ performance. Table 3.25 shows the degree centrality

values for some authors working in a particular FoS:

Table 3.25: Authors FoS degree trend starting from year 1970.

Author 1971 1972 1973 1974 1975 1976

A1 4 3 3 3 4 3

A2 3 3 2 2 3 2

A3 3 4 2 3 4 4

The degree centrality values of three example authors are shown in the Table 3.25.

These values have been used in the experiments mentioned in section 3.6.3. The

results are discussed and compared with others in next chapter section 4.3.

This chapter describes the proposed methodologies for research questions 1-3. To

identify the significance of FoS trend on research paper citations (RQ-1), we have

performed clustering on FoS and citations pattern separately. We also presented a

novel method of Field of Study Multigraph (FoM), formed by using centrality mea-

sures; degree, betweenness and closeness to analyze the FoS trend, citation trend

and the relation between research areas in Computer Science scientific articles.

Further, we have proposed an approach to detect researchers who are involved at
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the early stage of an FoS trend (RQ-2) known as trend setters. We calculated

the debut year of an FoS. Then, we have computed the FoS publication count, its

author count, FoS degree and lastly, we applied Rogers [129] for the detection of

trend setters and followers.

Finally, to detect the impact of FoS on authors citation count (RQ-3), we have

proposed an approach that detect the FoS trend of an individual author in his/her

career years by characterizing the relations between his/her publications and cita-

tions. We detected the FoS of authors, the citation count of authors and then we

computed the citation trend of authors. Finally, we used citation trend of authors

to predict the citation count of authors. We also computed FoS degree values and

used to predict the citation count of authors.

The next chapter describes the experimental results and detailed discussion about

RQ-1-3.



Chapter 4

Results and Discussion

The previous chapter describes the proposed methodologies for the research ques-

tions that we established from the gap in the literature survey. The research

questions focus on significance of FoS trend on research paper citations; detection

of researchers who are involved at the early stage of an FoS trend; and establish-

ing the impact of FoS on the citation trend of an individual author. Establishing

research questions from the literature survey and proposing methodologies to an-

swer those questions is important but equally important is the evaluation of those

results in order to establish the authenticity and validity of the methodologies.

This chapter describes the experiments, results and discussions about the pro-

posed techniques presented in methodology chapter. Results are described with

reference to each research question.

Structure of the chapter is as follows: Section 4.1,4.3 describes the experiments

and results of RQ-1. RQ-2 experiments and results discusses in section 4.2 and

section 4.3 presents the experiments and results of RQ-3.

4.1 Experiments and Results (RQ-1)

This section presents the experiments dataset statistics for RQ-1. In RQ-1, we

have selected those papers that were published in 2007-2011 time period. As

mentioned in section 3.3.2,3.3.3 we performed two separate clustering; one on the

82
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FoS associated with research papers, and second on the citation trend of those

papers for five years. Our proposal is that if there is significant level of similarities

between these two clusters then we can establish that there is similarity in the

citation trend of paper belonging to same FoS. The dataset statistics are shown

in Table 4.1. We have used Rand Index and correlation as evaluation metrices for

experiments.

Table 4.1: Publication count from 2007-2011.

Year Publication Count

2007 5863

2008 6599

2009 7159

2010 7070

2011 6315

4.1.1 Rand Index

To find out the similarity between two sets of formed clusters (FoS and citation

pattern clusters), we used the Rand Index RI which is defined as a measure of the

percentage of correct decisions made by the algorithm [134]. Rand Index gives a

value between 0 and 1, where 1 means two clustering outcomes match identically.

Rand Index can be calculated using the following formula 4.1;

RI =
a+ b

a+ b+ c+ d
(4.1)

where, a: two similar documents to the same clusters, b: two dissimilar documents

to different clusters, c: two similar documents to the different clusters, and d: two

dissimilar documents to the same

Table 4.2: Similarity between FoS and citation clusters from 2007-2011.

Publication Year of Paper Duration of Citation Pattern Value of Rand Index

2007 2007-2011 0.67

2008 2008-2012 0.67
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Publication Year of Paper Duration of Citation Pattern Value of Rand Index

2009 2009-2013 0.68

2010 2010-2014 0.67

2011 2011-2015 0.68

As can be seen from Table 4.2 that there is a reasonable level of similarity between

the cluster formed independently on the bases of FoS and the citation pattern of

papers. It proves that the papers belonging to same FoS have similar citation

patter, or in other words FoS has certain level of impact on the citation trend of

the papers following that FoS.

4.1.2 Similarity between Trendy FoS and Citation Clusters

We also performed same experiment, but using different metrices instead of ci-

tation count. As mentioned in section 3.4.3, we calculated the RI of FoS that

are selected as trendy FoS by FoM method using graph centrality measures and

frequency. The RI is used to compute the similarity between two data clustering

i.e., FoS and citations clusters and compared the resulting values for each other.

The RI values of four metrics have been illustrated in Table 4.3 below and also

shown in the form of a graph in Figure 4.1.

Table 4.3: Similarity between FoS and citation clusters from 2007-2011.

FoS Year Citation Rand Index

Frequency Degree Betweenness Closeness

2007 2007-2011 0.67 0.68 0.63 0.61

2008 2008-2012 0.67 0.68 0.63 0.62

2009 2009-2013 0.68 0.68 0.64 0.62

2010 2010-2014 0.67 0.69 0.63 0.61

2011 2011-2015 0.68 0.69 0.63 0.60
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Figure 4.1: Rand index of frequency, degree, betweenness, and closeness.

The RI results show a similar level of similarity between clustering based on FoS

and four different measures, i.e., frequency, degree, betweenness, closeness. Fre-

quency and degree centrality have relatively higher values of RI as compared to

the other two and out of these two- degree centralities have the highest RI values

across multiple years. As the results indicate, the degree has achieved the highest

RI value 0.69. The results indicate that if the papers belong to the same FoS, then

there are 69% of chances, that they have the same citation trend. This proves that

a field of study has a certain impact on citation count of a paper and researchers

should also contemplate on the trend of a field of study while selecting a particular

research area. Also, the degree centrality is a more suitable metric to measure the

trend of an FoS than a simple citation count.

4.1.3 Correlation

We have also computed the correlation coefficient to examine the relationship be-

tween FoS citations pattern. Correlation is one of the most common and useful

statistics to examine the nature of the relationship between data items [135]. A

positive correlation indicates the extent to which two variables increase or de-

crease in parallel; a negative correlation indicates the extent to which one variable
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increases as the other decreases. Equation is given as below;

r =
N

∑
xy − (

∑
x)(

∑
y)√

[N
∑

x2 −
∑

(x)2][N
∑

y2 −
∑

(y)2]
(4.2)

where: r is the correlation coefficient

n is the number of observations or data points∑
xy is the sum of the product of each x and y value∑
x and

∑
y are the sums of the x and y values, respectively∑

(x)2] and
∑

(y)2] are the sums of the squares of the x and y values, respectively.

The correlation coefficient measures the strength and direction of the linear re-

lationship between two variables. A positive correlation coefficient indicates that

the variables are positively related, meaning that as one variable increases, the

other variable also tends to increase. A negative correlation coefficient indicates

that the variables are negatively related, meaning that as one variable increases,

the other variable tends to decrease.

The correlation coefficient ranges from -1 to 1, with 0 indicating no correlation,

-1 indicating a perfect negative correlation, and 1 indicating a perfect positive

correlation. However, it is important to note that correlation does not necessarily

imply causation, and further analysis is necessary to establish a causal relationship

between variables.

For this experiment, we have considered 5 years citation count of papers belonging

to a particular FoS cluster. Out of these papers, we took stratified random subset

of 80% papers and used them as training data set and remaining 20% as a test set.

In this way, 7 different training and test data sets were formed which comprise of

five years average of citation count of papers belonging to the same cluster. These

values are shown in Table 4.4 below.

Table 4.4: Average citation count of papers from 2007-2011.

Clusters Yearly Average of Training Data Set

2007 2008 2009 2010 2011

cluster0 2.2 1.7 1.3 1.5 4.4
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Clusters Yearly Average of Training Data Set

2007 2008 2009 2010 2011

cluster1 2.2 1.5 1.4 1.5 4.4

cluster2 2.2 1.4 1.4 1.5 3.4

cluster3 2.3 2.5 1.2 1.5 4.4

cluster4 3.2 1.4 1.3 1.5 4.4

cluster5 2.2 1.5 1.3 1.5 4.4

cluster6 2.4 1.4 1.3 2.5 4.4

Clusters Yearly Average of Test Data Set

2007 2008 2009 2010 2011

cluster0 2.2 1.4 1.2 1.5 4.4

cluster1 1.1 1.4 1.3 1.7 3.4

cluster2 1.1 1.4 1.3 1.3 2.5

cluster3 2.1 1.4 1.3 1.5 3.4

cluster4 2.1 1.4 1.3 1.5 4.4

cluster5 2.1 1.3 1.3 1.5 4.4

cluster6 1.1 1.4 1.3 1.5 3.4

The values illustrated in the above table reveal that average citation count across

multiple FoS is approximately similar. Next, to find the level of similarity among

papers belonging to the same FoS, we performed two steps: (1) we have calculated

the correlation coefficient between training dataset of one year with test dataset

of every other year and compared them.

(2) Then, we plotted the training dataset against the test dataset of the same year

to graphically see the level of similarity between them. Table 4.5 below shows the

correlation coefficient between different clusters training dataset with each of the

other clusters test dataset. The highlighted values show that every cluster has

the highest correlation with the test dataset of its cluster. This proves that the

papers belonging to the same FoS have similar citation patterns and if we select

a particular FoS to work in, then we can have an estimate of the citation pattern

that we may receive on our work.
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Table 4.5: Correlation matrix of FoS citations from 2007-2011.

Clusters Correlation

test test test test test test test

Cluster0 (training) 0.99 0.65 0.51 0.46 0.73 0.22 0.54

Cluster1 (training) 0.65 0.92 0.49 0.54 0.7 0.22 0.37

Cluster2 (training) 0.51 0.49 0.83 0.29 0.6 0.35 0.26

Cluster3 (training) 0.46 0.4 0.29 0.91 0.71 0.23 0.53

Cluster4 (training) 0.73 0.56 0.6 0.41 0.93 0.23 0.13

Cluster5 (training) 0.22 0.22 0.35 0.23 0.23 0.97 0.65

Cluster6 (training) 0.54 0.37 0.36 0.53 0.43 0.69 0.87

Figure 4.2 shows the plots of training and test datasets of different clusters and

citations pattern. The plots also show the similarity between the average citation

trend of the same FoS. Moreover, the level of the correlation coefficient is also clear

from the corresponding graph, for example, cluster0 has the maximum value of

correlation coefficient which is also evident from the corresponding plot of Figure

4.2, where both lines are almost identical.

The correlation result shows the papers belonging to the same FoS and following

the trend, have similar increasing or decreasing patterns of citations, as shown

in Figure 4.2. The experimental results show that FoS has a certain impact on

citation count. Furthermore, a high count of citation depicts that if a paper belongs

to the same FoS, then it may have the same citation trend. This proves that a field

of study has a certain impact on citation count of a paper and researchers should

also consider the trend of a field of study while selecting a particular research area.

4.2 Experiments and Results (RQ-2)

This section presents the results of RQ-2, as we have detected the individuals

involved at the early stage of an FoS in section 3.5.1. This is challenging to
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evaluate trend setters at the early stages of an FoS. We have compared our list of

researchers (trend setters) with two existing lists that contain highly recognized

Computer Science scientists. The lists are as follows; (i) top 10 influential authors

identified by [91] and (ii) an existing list of Computer Science scientists with H-

index of 40 or higher (www.cs.ucla.edu/ palsberg/h-number.html).
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Figure 4.2: Training and test datasets of different clusters and citation pat-
terns.

www.cs.ucla.edu/~palsberg/h-number.html
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The H-index is defined as a measure to compute the scientific output of a re-

searcher, where h is the number of publications with citation count higher or

equal to h [136].

Table 4.6 shows a comparison of the ”Semantic Search” FoS trend setters at the

early stage identified by our approach with top 10 influential authors identified by

[91].The table shows that Dan Suciu, Justin Zobel, Dieter Fensel, W. Bruce Croft,

Clement Yu, Dragomir R. Radev, James Allan and Victor Vianu have the exact

match with influential authors [91]. These authors worked and published at the

embryonic and early stage of ”Semantic Search” FoS.

Table 4.6: Top-left, we show trend setters and on top-right, the top 10 influ-
ential authors of the semantic search FoS.

Influential Authors Ranking by [91] Ranking by Proposed Approach

W. Bruce Croft 1 5

Dieter Fensel 2 1

Dan Suciu 3 2

William W. Cohen 4 18

Berthier Ribeiro-Neto 5 20

Clement T. Yu 6 10

James Allan 7 4

Justin Zobel 8 3

Dragomir R. Radev 9 6

Victor Vianu 10 12

Alon Halevy – 7

Katia Sycara – 8

James Hendler – 9

Table 4.6 above shows comparison of influential authors in Semantic Search FoS

identified in [91] and those established by our approach. The table highlights

following aspects:

1. Seven out of top ten influential authors are common in both approaches,

however, there is difference in the rankings of such authors as highlighted in

the table
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2. Three of the authors that are not in the top ten lie within top twenty trend

setters as proposed by our approach

3. The strength of approach by [91] is that they identify the influential authors

from the five years prior to the birth year of an FoS, whereas we identify

the trend setters from the work done in next five years of the birth year

of FoS. In spite of this difference, majority of authors are common in both

approaches.

In order to evaluate that which of the two approaches identifies better trend setters,

we evaluated the major authors working in the Semantic Search FoS from 2003-

2007.

Table 4.7: Researchers appears in various lists, their publication count, cita-
tion count, FoS degree in semantic search FoS from 2003-2007.

Rank Researcher Publication

count

Citation

Count

FoS

Degree

Influential

Author

H-

Index

Trend

Setter

1. Dieter Fensel 97 375 323 ✓ ✓ ✓

2. Dan Suciu 62 323 276 ✓ ✓ ✓

3. Justin Zobel 44 164 113 ✓ ✓ ✓

4. James Allan 42 111 101 ✓ ✓ ✓

5. W. Bruce

Croft

29 109 82 ✓ ✓ ✓

6. Dragomir R.

Radev

28 67 50 ✓ ✓ ✓

7. Alon Halevy 27 74 97 ✗ ✓ ✓

8. Katia Sycara 26 60 71 ✗ ✓ ✓

9. James

Hendler

25 54 87 ✗ ✓ ✓

10. Clement Yu 24 76 88 ✓ ✓ ✓

11. Wolfgang

Nejdl

23 48 63 ✗ ✓ ✓

12. Victor Vianu 22 62 54 ✓ ✓ ✓

13. Amit Sheth 20 45 61 ✗ ✓ ✓

14. Andre Es-

teva

20 35 55 ✗ ✓ ✓

15. Tom Gille-

spie

19 37 51 ✗ ✓ ✓
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Rank Researcher Publication

count

Citation

Count

FoS

Degree

Influential

Author

H-

Index

Trend

Setter

16. Richard

Christie

18 30 49 ✗ ✓ ✓

17. Wenpeng

Yin

17 32 39 ✗ ✓ ✓

18. William W.

Cohen

15 32 35 ✓ ✓ ✓

19. Yuanzhang

Li

15 34 31 ✗ ✓ ✓

20. Berthier

Ribeiro-Neto

13 22 29 ✓ ✓ ✓

Table 4.7 shows researchers identified by our approach in the early stage of an

FoS trend, that is, trend setters for the FoS of Semantic Search. As shown in

the table, the authors selected by our approach have more work in the concerned

FoS, whereas, the authors at serial 7, 8 and 9, had relatively less work in the later

years as compared to other authors which have been identified by our approach.

Moreover, all of the top twenty authors identified by our approach are in the list

of authors having high h-index [136]. So in the nutshell, we can say that the

approach of [91] identifies influential authors before the birth of an FoS, however,

our approach identifies trend setters in the early years after the birth. Most of

the authors are common in both lists, however, those identified by our approach

proved more influential in the future. This is the edge that we have over our base

approach.’

4.3 Experiments and Results (RQ-3)

This section presents the results of the experiments that we performed on six

FoS data that we collected from MAG data set (section 3.2). In the first set of

experiments, we applied our proposed model using MLR on citation trend from

1970−1975, 1990−1995, 2008−2013 time periods. We used R2 as the performance

metric. Figures 4.3, 4.7 shows plots of theR2 values of five MLR experiments where
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Figure 4.4: MLR models trained on Data Mining data set and tested with
different FoS data sets.

we used Data Mining data set to train the model and for every trained model we

used six different FoS data sets as test data for the time period of 1970− 1975.

Figure 4.3: MLR models trained on Data Mining data set and tested with
different FoS data sets.

The results shown in Figure 4.3 trained on Data Mining FoS first year data set

and tested with different FoS second year data sets from 1970-1975 using MLR.

The results shown in Figure 4.4 trained on Data Mining FoS two year data sets
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Figure 4.5: MLR models trained on Data Mining data set and tested with
different FoS data sets.

Figure 4.6: MLR models trained on Data Mining data set and tested with
different FoS data sets.

and tested with different FoS third year data sets from 1970-1975 using MLR.

The results shown in Figure 4.5 trained on Data Mining FoS three year data sets

and tested with different FoS four year data sets from 1970-1975 using MLR. The

results shown in Figure 4.6 trained on Data Mining FoS four year data sets and

tested with different FoS five year data sets from 1970-1975 using MLR. The results

shown in Figure 4.7 trained on Data Mining FoS five year data sets and tested
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Figure 4.7: MLR models trained on Data Mining data set and tested with
different FoS data sets.

with different FoS six year data sets from 1970-1975 using MLR.

Figure 4.3 above shows the R2 values of the model that we trained using one value

as feature, that is, citation counts of the authors for the year 1971 in the field of

Data Mining and predicted the citation counts for next year, that is, 1972. The

first bar shows the value of R2 when model was tested using Data Mining data

set. The next five bars show the R2 values when same model was tested using test

data from other five FoS. Figure 4.4 shows the R2 values of the model that we

trained using the citation trend of two years y1−y2 from the field of Data Mining

and predicted the citation trend of third year y3 as output Y .

Once again, the first bar shows R2 value when model was tested using test data set

from Data mining and remaining five bars show the values when model is tested

using other FoS. In the similar fashion, we increased the number of features one by

one taking them up to five features and predicting the citation count for the next

year. Hence, Figure 4.7 shows the results of the models that was built using the

citation counts of papers from the Data Mining FoS for the five years (1971-1975),

and predicted the citation count for the year 1976. As before, we tested the model

using all six FoS.

The study of the graphs in Figure 4.3 reveal the following facts:



Results and discussion 96

1. Models get better as the number of features are increased which is generally

true in such MLR models.

2. Among all the results, it is evident that the models perform better when they

are tested using the test data set of the same FoS as compared to others.

This finding leads to the answer of our research question, that is, what is

the impact of FoS on the citation trend of the authors? Our analysis is

that if a person publishes in a particular FoS, then the citation trend of this

author’s work resembles more to the overall citation trend of that particular

FoS than that of some other FoS. The R2 value is though not very high, but

it is higher in all the cases in the same FoS than the other ones. This gives

enough evidence to believe the similarity of an author’s citation trend with

that of the particular FoS.

In order to further strengthen our finding, we performed same experiment with all

six FoS, that is, training model in one FoS and testing it with data from all six

FoS from 1970-1975, 1990-1995 and 2008-2013. Here, we do not show the results

of 2008-2013 as they also depict the similar results.

Figure 4.8: MLR models trained on Data Mining FoS data set and tested
with different FoS data sets from 1970-1975.

The results shown in Figures 4.8 trained on Data Mining FoS data set and tested

with different FoS data sets from 1970-1975 using MLR.
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Figure 4.9: MLR models trained on Computer Network FoS data set and
tested with different FoS data sets from 1970-1975.

The results shown in Figures 4.9 trained on Computer Network FoS data set and

tested with different FoS data sets from 1970-1975 using MLR.

Figure 4.10: MLR models trained on World Wide Web FoS data set and
tested with different FoS data sets from 1970-1975.

The results shown in figures 4.10 trained on World Wide Web FoS data set and

tested with different FoS data sets from 1970-1975using MLR.
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Figure 4.11: MLRmodels trained on Computer Vision FoS data set and tested
with different FoS data sets from 1970-1975.

The results shown in figures 4.11 trained on Computer Vision FoS data set and

tested with different FoS data sets from 1970-1975 using MLR.

Figure 4.12: MLR models trained on Library Science FoS data set and tested
with different FoS data sets from 1970-1975.

The results shown in figures 4.12 trained on Library Science FoS data set and

tested with different FoS data sets from 1970-1975 using MLR.
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Figure 4.13: MLR models trained on Computer Engineering FoS data set and
tested with different FoS data sets from 1970-1975.

The results shown in Figures 4.13 trained on Computer Engineering FoS data set

and tested with different FoS data sets from 1970-1975 using MLR.

Figure 4.14: ANN models trained on Data Mining data set and tested with
different FoS data sets from 1970-1975.

The results shown in Figures 4.14 trained on Data Mining FoS data set and tested

with different FoS data sets from 1970-1975 using ANN.



Results and discussion 100

Figure 4.15: ANN models trained on Computer Network data set and tested
with different FoS data sets from 1970-1975.

The results shown in Figures 4.15 trained on Computer Network FoS data set and

tested with different FoS data sets from 1970-1975 using ANN.

Figure 4.16: ANN models trained on World Wide Web data set and tested
with different FoS data sets from 1970-1975.
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The results shown in Figures 4.16 trained on World Wide Web FoS data set and

tested with different FoS data sets from 1970-1975 using ANN.

Figure 4.17: ANN models trained on Computer Vision data set and tested
with different FoS data sets from 1970-1975.

The results shown in Figures 4.17 trained on Computer Vision FoS data set and

tested with different FoS data sets from 1970-1975 using ANN.

Figure 4.18: ANN models trained on Library Science data set and tested with
different FoS data sets from 1970-1975.
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The results shown in Figures 4.18 trained on Library Science FoS data set and

tested with different FoS data sets from 1970-1975 using ANN.

Figure 4.19: ANN models trained on Computer Engineering data set and
tested with different FoS data sets from 1970-1975.

The results shown in Figures 4.19 trained on Computer Engineering FoS data set

and tested with different FoS data sets from 1970-1975 using ANN.

Table 4.8: A comparative analysis of MLR and ANN models and clearly
presents improvement in results.

Training

FoS

Dataset

Test FoS Dataset

Data

Mining

Computer

Networks

World

Wide Web

Computer

Vision

Library

Science

Computer

Engineering

MLR ANN MLR ANN MLR ANN MLR ANN MLR ANN MLR ANN

Data Mining 0.5736 0.7453 0.3910 0.3765 0.4154 0.4749 0.4667 0.5765 0.3123 0.3628 0.2267 0.3048

Computer

Networks

0.3910 0.3765 0.5404 0.7004 0.4945 0.4879 0.3478 0.4857 0.2622 0.3485 0.1723 0.2984

World Wide

Web

0.4154 0.4749 0.4945 0.4879 0.4904 0.5132 0.3286 0.2943 0.2244 0.3046 0.1834 0.2756

Computer

Vision

0.4667 0.5765 0.3478 0.4857 0.3286 0.2943 0.4710 0.5091 0.2384 0.3046 0.2054 0.2747

Library Sci-

ence

0.3123 0.3628 0.2622 0.3485 0.2244 0.3046 0.2384 0.3046 0.3841 0.4122 0.2223 0.2885

Computer

Engineering

0.2267 0.3048 0.1723 0.2984 0.1834 0.2756 0.2054 0.2747 0.2223 0.2885 0.3037 0.3864

Table 4.8 shows a comparative analysis of MLR and ANN models and clearly

presents improvement in results. Figures 4.8-B.6 reproduces the results shown in
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Figures 4.3-4.7 above plus the results of other five FoS with test data from all six

FoS. Our finding presented above is supported for all FoS. Results show that same

trend is found across these different time periods as well.

One concern that we had in these experiments is the low value of R2. In order to

further improve the results, we applied ANN on the same data set and we found

improvement across all models. As an example, we are presenting the results of

ANN for five years’ models for all six FoS in the table below:

In experiment 2, we used FoS degree trend values from 1970-1975,1990-1995, 2008-

2013 time periods using MLR and ANN and we again used six different FoS ”Data

Mining”, ”Computer Network”, ”World Wide Web”, ”Computer Vision”, ”Library

Science” and ”Computer Engineering” for our experiments. Figures 4.20-4.24

shows MLR models trained on Data Mining dataset and tested with different FoS

datasets.

Figure 4.20: MLR models trained on Data Mining data set and tested with
different FoS data sets.

The results shown in Figure 4.20 trained on Data Mining FoS first year data set

and tested with different FoS second year data sets from 1970-1975 using MLR.
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Figure 4.21: MLR models trained on Data Mining data set and tested with
different FoS data sets.

The results shown in Figure 4.21 trained on Data Mining FoS two years data set

and tested with different FoS third year data sets from 1970-1975 using MLR.

Figure 4.22: MLR models trained on Data Mining data set and tested with
different FoS data sets.
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The results shown in Figure 4.22 trained on Data Mining FoS three years data set

and tested with different FoS four year data sets from 1970-1975 using MLR.

Figure 4.23: MLR models trained on Data Mining data set and tested with
different FoS data sets.

The results shown in Figure 4.23 trained on Data Mining FoS four years data set

and tested with different FoS five year data sets from 1970-1975 using MLR.

Figure 4.24: MLR models trained on Data Mining data set and tested with
different FoS data sets.

The results shown in Figure 4.24 trained on Data Mining FoS five years data set

and tested with different FoS six year data sets from 1970-1975 using MLR.
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Figures 4.20-4.24 results show that same FoS attained similar citation trends as

compared to different FoS. The results depict that FoS degree plays a significant

role and this is an important measure in FoS trend following because R2 values

are much better as compared to citation trend. The results show that same FoS

have similar R2 values in different time periods and R2 increased as number of

input years are also increased.

Figure 4.25: MLR models trained on Data Mining FoS data set and tested
with different FoS data sets from 1970-1975.

The results shown in Figure 4.25 trained on Data Mining FoS data set and tested

with different FoS data sets from 1970-1975 using MLR.

Figure 4.26: MLR models trained on Computer Network FoS data set and
tested with different FoS data sets from 1970-1975.
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The results shown in Figure 4.26 trained on Computer Network FoS data set and

tested with different FoS data sets from 1970-1975 using MLR.

Figure 4.27: MLR models trained on World Wide Web FoS data set and
tested with different FoS data sets from 1970-1975.

The results shown in Figure 4.27 trained on World Wide Web FoS data set and

tested with different FoS data sets from 1970-1975 using MLR.

Figure 4.28: MLRmodels trained on Computer Vision FoS data set and tested
with different FoS data sets from 1970-1975



Results and discussion 108

The results shown in Figure 4.28 trained on Computer Vision FoS data set and

tested with different FoS data sets from 1970-1975 using MLR.

Figure 4.29: MLR models trained on Library Science FoS data set and tested
with different FoS data sets from 1970-1975.

The results shown in Figure 4.29 trained on Library Science FoS data set and

tested with different FoS data sets from 1970-1975 using MLR.

Figure 4.30: MLR models trained on Computer Engineering FoS data set and
tested with different FoS data sets from 1970-1975.



Results and discussion 109

The results shown in Figure 4.30 trained on Computer Engineering FoS data set

and tested with different FoS data sets from 1970-1975 using MLR.

Figure 4.31: MLR models trained on Data Mining FoS data set and tested
with different FoS data sets from 1990-1995.

The results shown in Figure 4.31 trained on Data Mining FoS data set and tested

with different FoS data sets from 1990-1995 using MLR.

Figure 4.32: MLR models trained on Computer Network FoS data set and
tested with different FoS data sets from 1990-1995.
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The results shown in Figure 4.32 trained on Computer Network FoS data set and

tested with different FoS data sets from 1990-1995 using MLR.

Figure 4.33: MLR models trained on World Wide Web FoS data set and
tested with different FoS data sets from 1990-1995

The results shown in Figure 4.33 trained on World Wide Web FoS data set and

tested with different FoS data sets from 1990-1995 using MLR.

Figure 4.34: MLRmodels trained on Computer Vision FoS data set and tested
with different FoS data sets from 1990-1995.
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The results shown in Figure 4.34 trained on Computer Vision FoS data set and

tested with different FoS data sets from 1990-1995 using MLR.

Figure 4.35: MLR models trained on Library Science FoS data set and tested
with different FoS data sets from 1990-1995.

The results shown in Figure 4.35 trained on Library Science FoS data set and

tested with different FoS data sets from 1990-1995 using MLR.

Figure 4.36: MLR models trained on Computer Engineering FoS data set and
tested with different FoS data sets from 1990-1995.



Results and discussion 112

The results shown in Figure 4.36 trained on Computer Engineering FoS data set

and tested with different FoS data sets from 1990-1995 using MLR.

Figure 4.37: ANN models trained on Data Mining FoS data set and tested
with different FoS data sets from 1970-1975.

The results shown in Figure 4.37 trained on Data Mining FoS data set and tested

with different FoS data sets from 1970-1975 using ANN.

Figure 4.38: ANN models trained on Computer Network FoS data set and
tested with different FoS data sets from 1970-1975.
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The results shown in Figure 4.38 trained on Computer Network FoS data set and

tested with different FoS data sets from 1970-1975 using ANN.

Figure 4.39: ANN models trained on World Wide Web FoS data set and
tested with different FoS data sets from 1970-1975.

The results shown in Figure 4.39 trained on World Wide Web FoS data set and

tested with different FoS data sets from 1970-1975 using ANN.

Figure 4.40: ANN models trained on Computer Vision FoS data set and tested
with different FoS data sets from 1970-1975.
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The results shown in Figure 4.40 trained on Computer Vision FoS data set and

tested with different FoS data sets from 1970-1975 using ANN.

Figure 4.41: ANN models trained on Library Science FoS data set and tested
with different FoS data sets from 1970-1975.

The results shown in Figure 4.41 trained on Library Science FoS data set and

tested with different FoS data sets from 1970-1975 using ANN.

Figure 4.42: ANN models trained on Computer Engineering FoS data set and
tested with different FoS data sets from 1970-1975.
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The results shown in Figure 4.42 trained on Computer Engineering FoS data set

and tested with different FoS data sets from 1970-1975 using ANN.

Figure 4.43: ANN models trained on Data Mining FoS data set and tested
with different FoS data sets from 1990-1995.

The results shown in Figure 4.43 trained on Data Mining FoS data set and tested

with different FoS data sets from 1990-1995 using ANN.

Figure 4.44: ANN models trained on Computer Network FoS data set and
tested with different FoS data sets from 1990-1995.
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The results shown in Figure 4.44 trained on Computer Network FoS data set and

tested with different FoS data sets from 1990-1995 using ANN.

Figure 4.45: ANN models trained on World Wide Web FoS data set and
tested with different FoS data sets from 1990-1995.

The results shown in Figure 4.45 trained on World Wide Web FoS data set and

tested with different FoS data sets from 1990-1995 using ANN.

Figure 4.46: ANN models trained on Computer Vision FoS data set and tested
with different FoS data sets from 1990-1995.
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The results shown in Figure 4.46 trained on Computer Vision FoS data set and

tested with different FoS data sets from 1990-1995 using ANN.

Figure 4.47: ANN models trained on Library Science FoS data set and tested
with different FoS data sets from 1990-1995.

The results shown in Figure 4.47 trained on Library Science FoS data set and

tested with different FoS data sets from 1990-1995 using ANN.

Figure 4.48: ANN models trained on Computer Engineering FoS data set and
tested with different FoS data sets from 1990-1995.
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The results shown in Figure 4.48 trained on Computer Engineering FoS data set

and tested with different FoS data sets from 1990-1995 using ANN.

Table 4.9: Training and Test FoS datasets R2 for predicting 6th year as output
using MLR and ANN.

Training

FoS

Dataset

Test FoS Dataset

Data

Mining

Computer

Networks

World

Wide Web

Computer

Vision

Library

Science

Computer

Engineering

MLR ANN MLR ANN MLR ANN MLR ANN MLR ANN MLR ANN

Data Min-

ing

0.5934 0.7932 0.4451 0.4287 0.4587 0.5023 0.5285 0.6567 0.3865 0.4587 0.2989 0.3976

Computer

Networks

0.4212 0.3911 0.5971 0.7539 0.5617 0.5487 0.4012 0.5745 0.3426 0.4598 0.2456 0.3675

World

Wide Web

0.4438 0.4961 0.5451 0.5234 0.5756 0.5946 0.4034 0.3623 0.2876 0.3822 0.2561 0.3546

Computer

Vision

0.4933 0.6012 0.3876 0.5465 0.3954 0.3425 0.5693 0.586520.2865 0.3999 0.2719 0.3743

Library

Science

0.3412 0.3956 0.3013 0.3954 0.2865 0.3654 0.2876 0.3876 0.4567 0.4945 0.2986 0.3534

Computer

Engineer-

ing

0.2568 0.3561 0.2176 0.3467 0.2472 0.3087 0.2754 0.3654 0.2844 0.3551 0.3965 0.4364

Figure 4.9 shows a comparative analysis of MLR and ANN models and clearly

presents improvement in results. Figures 4.25-4.48 results show that there is a

similarity between citation trend of authors that belong to the same FoS as com-

pared to different FoS and achieved consistent R2 values. FoS degree trend results

are much better than citation trend results. FoS degree trend results also expose

the impact and worth of the scientific research field. This shows the FoS trend

following has a certain impact on the citation count of authors. Further, the result

proves that if authors follows the same FoS trend, they have similar citation trend.

In this chapter we discussed experiments and results of our three research ques-

tions. For RQ-1, the RI results show a similar level of similarity between cluster-

ing based on FoS and four different measures, i.e., frequency, degree, betweenness,

closeness. Frequency and degree centrality have relatively higher values of RI as

compared to the other two and out of these two- degree centralities have the high-

est RI values across multiple years. As the results indicate, the degree has achieved

the highest RI value 0.69.
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The results indicate that if the papers belong to the same FoS, then there are

69% of chances, that they have the same citation trend. This proves that a field of

study has a certain impact on citation count of a paper and researchers should also

contemplate on the trend of a field of study while selecting a particular research

area. Also, the degree centrality is a more suitable metric to measure the trend of

an FoS than a simple citation count.

Further, in RQ-2 we identified researchers in the early stage of an FoS trend, that

is, trend setters for the FoS of Semantic Search. Finally, for RQ-3 the results

proved that if a person publishes in a particular FoS, then the citation trend of

this author’s work resembles more to the overall citation trend of that particular

FoS than that of some other FoS. The R2 value is though not very high, but it

is higher in all the cases in the same FoS than the other ones. This gives enough

evidence to believe the similarity of an author’s citation trend with that of the

particular FoS.

The results also show that FoS degree trend results are much better than citation

trend results. FoS degree trend results also expose the impact and worth of the

scientific research field. This shows the FoS trend following has a certain impact

on the citation count of authors. Further, the result proves that if authors follows

the same FoS trend, they have similar citation trend.

The next section presents the comprehensive conclusion of this study.



Chapter 5

Conclusion and Future Work

This chapter concludes the thesis by presenting the main contributions related

to impact of following FoS trend on research papers and authors citation count.

Further, future work scopes and issues in this area are also discussed.

5.1 Summary and Contributions of the Work

FoS trend following is significant for Computer Science researchers as they will

be able to smartly guess at what could be coming ahead of the research fields

in Computer Science and will help to make positive and insight decisions for the

future of their research fields in this area. Similarly, researchers will aptly be able

to anticipate the new FoS trends coming in Computer Science field, because they

will have already have a good idea of what is already coming. FoS trend following

also provides researchers a good advantage in the fast-paced world and to be able

to connect well professionally and also it creates a high impact on their paper

citations and their careers. The significance of identifying FoS trends, a researcher

could determine fields of interest with respect to its success or impact. The ability

to recognize FoS trends is noteworthy for anyone involved in the research envi-

ronment, including researchers, academic publishers, journal editors, institutional

funding bodies and other relevant stakeholders.
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In this thesis, we have analyzed the impact of following an FoS trend. We devel-

oped an approach to identify the impact of FoS trend on research paper citations.

This research question will establish the similarity between the citation trends of

authors belonging to same FoS. To answer this question, we collected papers from

MAG dataset belonging to different FoS, and listed the citation patterns of all

papers for five years. We then performed clustering on FoS and citations trend of

papers separately. We compared the similarity between these two clusters. Rand

Index (RI) has been used to compare the similarity between the two clusters. We

performed another experiment for the same RQ with a novelty that we developed

an FoS Multigraph (FoM) from where we computed different centrality measures.

Then, we used these centrality measures in the same experiment with the objective

to find a better metric to establish similarity in the trend of papers belonging to

same FoS. Once again we used RI for the purpose and correlation coefficient have

been employed to find the relationship between FoS citations pattern.

The experimental results show that there is a similarity between clusters formed

on the basis of FoS and citations pattern and there exists a relationship between

FoS citations pattern that belong to the same FoS. The results indicate that FoS

hold a certain impact on the citation count. Further, if the papers belong to the

same FoS, then there are 66% of chances that they hold a same citation trend

as they achieved high correlation value. This proves that an FoS has a certain

impact on the citation count of a research paper and researchers need to consider

the trend of an FoS while selecting a particular research area.

We have developed another approach to detect researchers who are involved at the

early stage of an FoS trend. First, we calculated the debut year of an FoS. Then,

we have computed the FoS publication count, its author count and FoS trend by

using FoM with degree centrality measure. Afterwards, we applied Rogers for

the detection of trend setters and followers. Lastly, we have compared our list of

researchers (trend setters) with two existing lists that contain highly recognized

Computer Science scientists. The lists are as follows; (i) top 10 influential authors

and (ii) an existing list of Computer Science scientists with H-index of 40 or higher.

The result shows that our approach identifies many of the influential researchers

as appeared on their lists. There are cases where there is an exact match of
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recognition that have been given with respect to the FoS where they are detected

as trend setters.

Finally, to detect the impact of FoS on authors citation trend, we have developed

an approach that detect the FoS trend of an individual author in his/her career

years by characterizing the relations between his/her publications and citations.

We detected the FoS of authors, then we selected those authors who follow the

maximum trend of an FoS. Further, we calculated the citation count of authors and

we computed the citation trend of authors. We used the citation trend of authors

as input and predict the next year citation trend as output by using Multiple

Linear Regression (MLR) and Artificial Neural Network (ANN).

The experimental results show that there is a similarity between citation trend of

authors that belong to the same FoS as compared to different FoS and achieved

consistent R2 value. FoS trend following has a certain impact on the citation count

of authors. The result also shows that if an author publishes in a particular FoS,

then the citation trend of this author’s work resembles more to the overall citation

trend of that particular FoS than that of some other FoS.

The main contributions of this thesis are as follows;

� We developed a novel method Field of Study Multigraph (FoM), by using

centrality measures, degree, betweenness and closeness to analyze the field

of study trend, citation trend, the relation between research areas.

� We developed an approach to identify trend setters and followers at the early

stage of an FoS.

� We developed another approach to identify the FoS trend that an individual

author is involved and the impact of FoS trend on authors careers.

5.1.1 Future Work

There are various future directions which could be explored. These future direc-

tions are as follows:
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� Extra/additional features such as authors collaboration and venues can be

further explored in future studies. This may allow the opportunity to explore

other types of dynamics that could be linked with new FoS trends, such as the

pace of collaboration between prominent researchers, or new FoS popularity

in scientific venues.

� To further our research in this area, we therefore intend to take into account

more recent scientific information.

� The study shows that the established approaches are for Computer Science

field and might be practical to achieve knowledge of different research fields

such as Engineering, Mathematics, Physics etc. The approach developed in

this thesis can be straightforwardly applied to other fields.

� Our goal is to build a generic approach that will be useful for researchers,

academic editors, publishers and policy makers to achieve the better under-

standing of the dynamics of new FoS trends. The approach developed in this

thesis can be straightforwardly applied to other fields.
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A MLR models trained on same

and different FoS from 1990-1995

Figure A.1: MLR models trained on Data Mining data set and tested with
different FoS data sets from 1990-1995.

139



Appendix A 140

Figure A.2: MLR models trained on Computer Network data set and tested
with different FoS data sets from 1990-1995.

Figure A.3: MLR models trained on World Wide Web data set and tested
with different FoS data sets from 1990-1995.
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Figure A.4: MLR models trained on Computer Vision data set and tested
with different FoS data sets from 1990-1995.

Figure A.5: MLR models trained on Library Science data set and tested with
different FoS data sets from 1990-1995.



Appendix A 142

Figure A.6: MLR models trained on Computer Engineering data set and
tested with different FoS data sets from 1990-1995.
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and different FoS from 1990-1995

Figure B.1: ANN models trained on Data Mining data set and tested with
different FoS data sets from 1990-1995.
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Figure B.2: ANN models trained on Computer Network data set and tested
with different FoS data sets from 1990-1995.

Figure B.3: ANN models trained on World Wide Web data set and tested
with different FoS data sets from 1990-1995.
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Figure B.4: ANN models trained on Computer Vision data set and tested
with different FoS data sets from 1990-1995.

Figure B.5: ANN models trained on Library Science data set and tested with
different FoS data sets from 1990-1995.
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Figure B.6: ANN models trained on Data Mining data set and tested with
different FoS data sets from 1990-1995.
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