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Abstract

This study focuses on the design of a rectangular finned dual-wall heated La-

tent Heat Thermal Energy Storage (LHTES) unit. The objective is to develop

a systematic approach and investigate the effects on the thermal performance of

the system by varying fin lengths, fin displacement, fin thickness, and container

geometry aspect ratio. Initially a reference experimental setup was manufactured

and used as the basis of numerical validation. In this study stearic acid was used

as Phase Change Material (PCM). For numerical investigation a 2D design was

quantitatively examined by parametric variations in the LHTES device’s design.

Firstly, the design parameter variations of fins included angles (A), shapes (S),

lengths (L) while maintaining constant PCM volume. The base case was modeled

by six horizontal fins, three on each of the heated walls. Configuration-A, with fin

angle-variations, significantly increased the melting time of PCM by 16% and re-

duced the averaged energy storage rate by 14.2%. The hybrid fin configuration-S,

a combination of straight and angled type fins, showed appreciable improvement in

thermal performance of LHTES device. The increase in melting rate was found to

be 18% and average energy storage rate enhanced by 19.8%. The configuration-L,

encompassing combinations of straight fins with different lengths and thicknesses

while keeping constant PCM volume, was found to be most effective of all. The

optimum case of configuration-L enhanced the melting performance of the LHTES

by 39.5% and the average energy storage rate by 65.07%. The configuration-L was

further improved by 12 horizontal fins, 6 on each of the isothermally heated walls.

The fin lengths were arranged by employing linear, quadratic, cubic, and expo-

nential distribution functions with decreasing slopes along the heated walls. Later

on LHTES performance impacts of geometry aspect ratios of enclosure were in-

vestigated. Enthalpy-porosity model was employed for simulations and numerical

results were validated against experimental results. Compared to the reference

case, linear and quadratic fin configurations improved the PCM melting times by

31.7% and 24.3%, respectively. The corresponding average energy storage rates

were enhanced by 46% and 31.4%, respectively. The corresponding average energy

storage rates were enhanced by 46% and 31.4%, respectively. The exponential fin



xi

configuration produced strong convection effects in PCM and improved the melt-

ing time and energy storage rates by 35.2% and 52.69%, respectively. Statistical

and machine learning methods are used to identify the optimal configuration. In

order to find optimal parameters that improve the thermal performance of the

energy storage device, the design parameters for a thermal energy storage device

were examined numerically. The design variables selected at the end of the studies

were used to evaluate optimal values using Taguchi Method and later improved the

prediction model by applying machine learning techniques. Exponential Gaussian

Process Regression is found to predict the performance of LHTES device designed

based on the base configuration and defined parameters.

Keywords: Latent Heat Storage, Phase-change Materials, Fin Geometry, Fin

Arrangement, Thermal Energy Storage, Machine learning, LHTES Design
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Chapter 1

Introduction

1.1 Background

Industrial growth has happened exponentially over the past couple of decades

impacting the global energy consumption. In the past decade it increased by 18%

[1]. Fossil fuel is being consumed rapidly resulting in the shortage of fossil fuel [2]

and a need to investigate alternative energy sources exists. As energy utilization

increases, there is also a demand to determine ways to improve energy efficiency.

Fossil fuels make up the majority of the world’s energy production, making them

one of the main contributors to greenhouse gas emissions and global warming [3].

Therefore, a switch to renewable resources is necessary because of the dwindling

fossil fuel reserves, rising annual energy consumption, and escalating environmen-

tal issues [4].

A major concern for energy savings in any field with high thermal demands is the

conservation and management of thermal energy. One of these industries is the

building sector, which today makes about 30% of the energy consumed in world

[5, 6]. In many construction technologies, the existence of thermal energy storage

indicates a more effective and lucrative operation. Among these technologies are

thermal solar systems, domestic co-generation, etc., which typically include tra-

ditional hot water tanks to connect the supply and demand. These tanks can be

1
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difficult to use in domestic settings, where there is generally a lack of space, due

to the enormous water volumes and high aspect ratios they demand.

In the context of renewable energy, Phase Change Materials (PCMs) can be used

to store excess energy generated from renewable sources, such as solar or wind

power, for later use when the energy demand is higher or when the renewable

source is not available. This helps to address the intermittent nature of some

renewable energy technologies.

Figure 1.1 illustrates one potential application of PCMs in solar heating systems.

During periods of abundant sunlight, solar energy is captured and used to heat

the PCM, causing it to melt and store the thermal energy. Later, when solar

radiation is insufficient or during periods of high energy demand, the PCM releases

the stored energy by solidifying, thereby providing a continuous and stable heat

supply. The energy is stored in PCM during latent thermal energy exchange that

occurs during melting and/or solidification, enabling a higher thermal storage

density [7].

1.2 Sources of Energy

There are many different types of energy sources that act as the driving factors for

economic and societal growth as a whole. These energy sources can be classified

into two major categories, renewable and non-renewable energy sources [9–11].

The total energy consumption of the world in 2021 was 165, 320, TWh [12]. Fossil

fuels accounted for 82% of primary energy [13].

1.2.1 Non-Renewable Energy Sources

These energy sources are finite, or scarce natural resources and usually take a

long time to form or replenish [14]. Oil, coal, natural gas, and nuclear power are

the principal non-renewable resources that are frequently used to generate energy

[9, 14].
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Figure 1.1: Passive solar heating using Phase Change Materials (PCMs) [8].

1. Crude Oil: The main components of crude oil, which is a naturally oc-

curring highly hazardous combustible liquid, are hydrocarbons. The partial

breakdown of living creatures that takes place in the rock strata of some geo-

logical formations results in oil. In 2021, the total world energy consumption

based on oil was 51, 170, TWh (31%) [12].

2. Coal: The sedimentary rock known as coal is combustible and is composed of

fossilized plant material. Coal beds are layers or veins of amorphous carbon

that are typically found in rock strata and contain a variety of organic and

some inorganic substances. Coal is another very hazardous substance that

is harmful to the environment. Coal is currently the main energy source for

power plants, also known as coal-fired power plants. Total consumption of

coal based world energy in 2021 was 44, 473TWh (26.9%) in the world [12].

3. Natural Gas: Petroleum resources often contain methane-rich natural gas,

which is another flammable mixture of hydrocarbon gases. It can be found
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in coal beds as well as with other fossil fuels. It is produced by the decom-

position of methanogenic organisms in bogs, landfills, and marshes. Higher

temperatures are likely to provide more natural gas, while lower tempera-

tures are likely to yield more petroleum. Natural gas is the least destructive

of all fossil fuels, but it is still detrimental and getting access to it is become

more and more difficult as easily accessible supplies are exhausted, as is the

case with all other fossil fuels. The consumption of the third major fossil

fuel source in 2021 was 40, 375TWh (24.4%) in the world [12].

4. Nuclear Power: Nuclear fission, also known as controlled atom splitting,

generates nuclear energy. Nuclear fission chain reactions are typically used

in nuclear power plants to heat water, which then produces steam, which in

turn generates electricity. One of the few elements that may easily fission is

uranium, more especially uranium-235. Some people might consider this to

be renewable, but it is not. Additionally, it is risky because the radioactive

materials utilized and the radioactive waste they produce are exceedingly

toxic for both people and the environment. 7, 031TWh (4.3%) of the world

energy demand was fulfilled by the nuclear power in 2021 [12]. In 2021

nuclear power generation increased by 4.2% [13].

Figure 1.2: Energy reserves in Billion Tonnes of Oil Equivalent (BTOE)
[15, 16]



Introduction 5

Although these sources seem to be abundant, the supplies will diminish

as we consume them. There will be a time, measured in decades, when

these will run out as can bee seen in Figure 1.2. Shafiee and Topal [17]

estimated that the world would run out of coal, oil, and gas in 107, 35,

and 37 years, respectively. According to that forecast, coal would be the

only fossil fuel available after 2042 until 2117. A 2019 report from Stanford

University’s Millennium Alliance for Humanity and the Biosphere presents

a similar picture. The MAHB estimates that the world’s coal reserves will

run out by 2090, natural gas reserves by 2060, and oil reserves by 2052 [16].

1.2.2 Renewable Energy Sources

Renewable energy comes from natural sources that replace themselves more quickly

than they are used up. Examples of such sources that are continuously replenished

are the sun and the wind. There are many different types of renewable energy

available to us[18]. Renewable primary energy increased by around 5.1EJ in 2021

– corresponding to an annual growth rate of 15%, stronger than the previous

year’s 9%, and higher than that of any other fuel in 2021 [13]. Usually naturally

occurring phenomenon like solar, geothermal, wind, or ocean waves are involved

in the derivation of energy. These energy sources are sustainable, eco-friendly,

and will not pollute our planet. Solar, wind, water, geothermal, radiation, and

biomass are the main renewable energy sources [11].

1. Solar: Humans have been using solar energy since the dawn of civilization.

The three forms of solar energy are active, passive, and solar radiation. The

fastest-growing power generating technology in the world at the moment is

solar energy using photovoltaic or solar cells. In 2021, the total world energy

consumption using solar technology was 2, 702TWh (1.6%) [12].

2. Wind: Wind energy generates electricity by harnessing the wind’s force

to turn a generator. On land, wind turbines must be located in regions

with strong winds, such as hilltops, wide-open spaces, and plains. Offshore
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wind power has grown steadily over the years, with wind farms offering an

excellent way to generate energy while avoiding many of the concerns about

them being noisy or obtrusive on land. Of course, because of the hostile

surroundings the turbines must operate in, offshore utilization has its own

disadvantages [19]. Although wind energy is environmentally friendly and

rising at a pace of 30% year, it is not always present in sufficient amounts

everywhere. The total share of world energy consumption in 2021, based on

wind was 4, 872TWh (2.9%) [12].

3. Hydroelectric Dams Dams use hydro-power to generate electricity. Large

turbines are turned by the force of moving water to produce energy, which

is known as hydro-power. However, large hydroelectric dams of the modern

era have an adverse effect on the environment because they cause the loss of

natural habitat, alter the downstream riverbed, interfere with fish spawning,

and even result in the extinction of fish and other species. In addition, they

sometimes force people to abandon their farms, homes, and even entire cities

and villages. The hydral energy source amounted to 11, 183TWh (6.8%) of

the total world energy consumption in 2021 [12].

4. Tidal Hydro-power: In this form of renewable energy, the water is re-

leased through a turbine that generates electricity in a manner akin to that

of a hydroelectric dam as the tide recedes, filling the reservoir as the tide

rises. With regard to this renewable energy, there are no current substantial

environmental hazards [20, 21].

5. Wave Hydro-power: Wave power is the process of capturing energy from

the motion of waves at the surface or from pressure changes induced by waves

below the surface. This technique, which is comparable to wind energy, is

also promising. Wave power is different from tidal power, which harnesses

the energy of the current created by the Sun and Moon’s gravitational at-

traction. Breaking waves, wind, the Coriolis effect, cabling, and variations

in temperature and salinity are a few more forces that can cause currents.
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After many trial projects, wave power is still not widely used for commercial

applications as of 2022 [21–23].

6. Geothermal: Geothermal energy is produced by tapping into heat that is

trapped beneath the earth’s crust. This form of energy is typically afford-

able, dependable, largely sustainable, and generally eco-friendly. We can use

highly heated water brought to the surface by drilling wells as a hydro ther-

mal resource to run turbines and generate power. Pumping the steam and

hot water back into the earth can reduce emissions, making this renewable

resource greener [19, 21].

7. Radiant Energy: Solar radiation is a broad word for the electromagnetic

radiation that the sun emits. It is also sometimes referred to as the solar

resource or just sunshine. A multitude of devices can be used to collect

solar radiation and transform it into useful forms of energy, such as heat

and electricity. However, the technological viability and cost-effectiveness of

these systems at a particular area depends on the solar resource available

[24].

8. BioMass: The term ”biomass” refers to biological material derived from

recently extinct or alive species, including trees, landfill gases, and alcohol

fuels produced from crops like corn. Two typical instances of biomass energy

generation include the burning of grease or the use of ethanol made from corn

to power a car. Contribution of biomass energy source was 12, 177TWh (8%)

of the total world energy consumption in 2021 [12].

1.3 Energy Consumption of the World

Primary energy consumption of the world by different sources is consolidated in

Figure 1.3 [13]. It can be seen from the figure and Table 1.1, that bio fuels as energy

source amounts to about 85% of the total sources. The nuclear and hydral sources

are only 3% and 7% respectively. The total share of renewable energy sources is

less than 5% which is significantly low as compared to the overall potential.
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Figure 1.3: Primary world energy consumption by source in terawatt-hours
(TWh). [13]

Table 1.1: Energy consumption by source of the world (2021) [12, 13]

Energy Source Consumption (TWh) Share (%)

Oil 51,170 82.3
Coal 44,473 31.0
Gas 40,375 26.9
Nuclear 7,031 4.3
Hydro 11,183 6.8
Wind 4,872 2.9
Solar 2,702 1.6
Other 3,514 2.1

1.4 Greenhouse Effect of Fossil Fuels

The extraction and burning of fossil fuel results in emission of green house gases

(GHG). These include Carbon dioxide (CO2), Methane (CH4), Nitrous oxide

(N2O), and other Fluorine based gases like Hydrofluorocarbons, Perfluorocarbons,

and Sulfer hexafluoride [25]. These Green House Gases (GHG) have an adverse

effect on the natural world, including flora, fauna, and people, by polluting air,

water, and soil. This effect may result in sickness, birth abnormalities, and human
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mortality in addition to the extinction of some species and plants. Denchak [26]

defined greenhouse gases, their sources, and their impact on the planet. The total

contribution of each non-renewable source is summarized in the figure 1.4.

Figure 1.4: Greenhouse gases and their impact on planet [26]

.

1.5 Global Energy Requirements and Potential

The energy demand of the world is projected to rise more than 1000EJ . The

depletion of fossil reserves and need to reduce greenhouse gases impact necessi-

tate adoption of renewable energy sources [27, 28]. Together, the building and

construction industries account for 27% of all energy sector emissions and 30%

of total global final energy consumption. Buildings and the construction of new

buildings continue to use more energy as a result of increased energy access in

developing nations, rising air conditioning demand in tropical regions, increased

ownership and use of energy-intensive appliances, and the rapid increase in the

area of buildings around the world [6]. Carbon dioxide (CO2) emissions could be

greatly reduced in the building sector by adoption of clean energy technology and
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behavioral changes, which are supported by innovation initiatives. This will pave

the way for the construction of zero-carbon structures [29].

In 2020, only 5% of newly constructed buildings were zero-carbon ready. While

achieving the goals for a carbon-free building stock by 2050 (IEA’s Net Zero

Emissions (NZE)) would be difficult, it will also present enormous opportunities.

According to the NZE Scenario, all newly constructed structures and those that

have undergone retrofitting must be zero-carbon ready by 2030. Buildings must

meet requirements for energy efficiency, low-emission fuel consumption, reporting

of CO2 emissions based on life cycle, integration with electricity systems using high

proportions of variable renewable energy sources, and climate change resistance

[6, 30]. Figure 1.5 shows the energy consumption of the world to energy recoverable

Figure 1.5: Global energy potential of different sources [31]

.

from various sources as reported by [31]. They have concluded that energy future of

the planet would be solar. It can be seen from the figure that energy consumption

of the world was 16 TW and potential of wind energy is about five times higher

than the consumption. Compared to potential of the solar energy it is less than
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0.07%. The ratio of yearly consumption with respect to potential of these sources

taken from the updated report in [32] is listed in Table 1.2.

Table 1.2: Energy potential of non-renewable and renewable sources [32].

Energy Source Potential (TW/y) Consumption Ratio

Non-Renewable Natural gas 220 0.084
Petroleum 335 0.055
Uranium 185 0.10
Coal 830 0.022

Renewable Solar 23,000 0.00080
Wind 75 0.25
Waves 0.2 92.5
Biomass 2 9.25
Hydro 3 6.17
Geothermal 0.2 92.5
Tidal 0.3 61.67

Among the many types of renewable energy sources, solar energy is widely ac-

cessible [33, 34]. As demonstrated in Figure 1.6, the constant availability of solar

energy throughout the day and during seasonal fluctuations is uncertain and limits

its full potential adaptability. Therefore, it is necessary to store energy and use it

later in order to meet demand for energy.

Figure 1.6: Day and night world map [35].
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1.6 Thermal Energy Storage and Applications

Sensible Heat Thermal Energy Storage (SHTES), Latent Heat Thermal Energy

Storage (LHTES), and Thermochemical Thermal Energy Storage (TCTES) are

three different categories of Thermal Energy Storage (TES) systems. The sim-

plest way to implement TES is with SHTES, but as shown in Figure 1.7, the

heat energy that can be stored by this method is the least. Latent Heat Ther-

mal Energy Storage (LHTES) systems pose the biggest technical risk even though

they can store three to four times as much energy as SHTES and are commer-

cially used. Additionally, TCTES is the most promising thermal energy storage

approach, however due to technical challenges, the market has not fully adopted

this technology. The heat storage potential of these three technologies is depicted

in Figure 1.7. Depending on the application, one type may be used instead of the

other [36].

A TES system can be used to store thermal energy from the sun or any other

renewable sources [37, 38] that produce heat. These storage solutions fill the gap

between supply and demand specially for building energy requirements for cooling

and heating purposes. By storing the excess energy, these devices provide thermal

energy during on and off-peak hours. PCMs are widely used in thermal energy

storage systems due to their ability to store large amount of energy at nearly

contact temperatures [39, 40]. During phase change of materials, major part of

the energy is stored in form of latent heat [41] during the melting phase. This

phase is also known as the charging phase of the thermal energy storage unit.

During the discharging phase of TES device the stored energy is recovered and

can be used in various applications.

Costa et al. [42] have described many applications of TES units. Space stations,

air-crafts, and satellites could also be integrated with TES to utilize available

energy. Refrigerated cargo trucks that carry temperature-sensitive items could be

equipped with TES to enhance the efficiency of the equipped refrigeration system

by sharing the heat transfer load. Solar energy is one of the freely available vast

amount of energy. TES unit could be integrated with solar units to harness solar
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Figure 1.7: TES methods and their heat storage capacity [36].

energy. One of the most common applications for TES is in the heat transfer

from the building for heating and cooling indoors. The unit could be installed in

parallel to an active system and act as a backup energy system. The energy that

goes to waste as a by-product of any industrial units could be preserved with the

help of TES.

1.7 Thermal Energy Storage Device Design

The desirable PCM properties in a LHTES device are high heat of fusion, high

thermal conductivity, high specific heat and density, long term reliability during

repeated cycling, and dependable freezing behavior. The main limitations of the

PCMs that are generally used for room or building application heating are low

thermal conductivity and inefficient utilization of thermal energy.

In the design of rectangular LHTES unit following aspects could be studied.

� Longitudinal fins
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� Circular fins

� Triangular fins

� Rectangular enclosure aspect ratio

� Orientation of fins

� Alignment of fins

� Varying wall heat flux

� Triangular fins

1.8 Problem Statement

Residential buildings consume 30% of the world-energy and contribute to more

than 1/3rd of the global greenhouse gas emissions [6]. Most of this energy is used

for heating of the buildings. With the continuous increase in energy demand, the

depletion of fossil fuels, and strict emission regulations, require a rapid incorpora-

tion of renewable resources into the energy mix. In this context, the PCM based

Latent Thermal Energy Storage ( LHTES) systems can provide a clean solution for

heating buildings by storing the heat from solar, geothermal and industrial waste

heat sources. Although, the PCMs have high energy density, but low thermal con-

ductivity which makes it difficult to transfer the heat into PCM based LHTES

systems. Therefore, heat augmentation techniques in LHTES are paramount.

The dominant design parameters that effect the performance of LHTES system

are the container design, shape, orientation, and number of the fins. In this re-

spect, double wall-heated rectangular LHTES systems are considered. To best

of author’s knowledge, these types of LHTES systems have not been studied yet

and their parametric design optimization is still an open question.
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1.9 Research Objectives

The main research objective of this study is to numerically design a PCM based

rectangular latent thermal energy storage system embedded with horizontal rect-

angular fins with superior thermal performance. The analysis is based on en-

hancement of melting and energy storage rates of the LHTES device through

optimization of it’s design parameters. In this context, a numerical methodology

was developed after validating against experimental results of the current study

and from the literature. This numerical methodology was applied to:

� Identify key design parameters of the LHTES system.

� Develop a novel mathematical tool to investigate the effects of variation of

key design parameters on the thermal performance of LHTES system.

� Optimize the primary design parameters of LHTES system and develop a

machine learning model for melting performance prediction.

1.10 Research Contributions

The core contributions of this dissertation are as follows:

� The influence of different designs of the fins on the performance enhancement

of a double-wall-heated rectangular latent heat thermal energy storage unit

is studied numerically. The study included variation in fin angles, shapes,

and lengths while maintaining constant PCM volume.

� A novel fin distribution tool based on mathematical functions (linear, quadratic,

cubic, and exponential) is developed while keeping the volume of PCM and

total fin area constant. The melting and energy storage performance en-

hancements of each of the fin distribution configuration is investigated in

detail and optimal function is identified.
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� The LHTES system is optimized by considering aspect ratio of the container,

location of fins along the wall, and optimal mathematical fin distribution

function. Taguchi optimization method is used with four level variation of

each of the design parameter, forming an L16 orthogonal array. A regression

model is also developed by employing machine learning methods to predict

the transient behavior of melting progression of PCM for a different design

configuration based on parameters considered in this study.

1.11 Scope of this Study

In this study a prototype was designed and manufactured to conduct experimental

studies. The experimental setup was used as a base design and results were used

to establish a reference. These reference results were later used for the validation

of numerical simulations. The temperature of heat transfer fluid (water) was set

at 80◦C and the PCM (pure Stearic Acid) has a melting temperature range of

54◦C to 64◦C [43]. Therefore, the working range of LHTES system considered in

this work is limited to low-medium temperature ranges.

1.12 Structure of the Thesis

This thesis comprises of seven chapters. The major focus of this thesis is to

give novel solutions to the design of dual-wall-heated LHTES system considering

various fin topology. The chapter-wise description is given below:

Chapter 1: The domain of renewable energy resources and their increasing need

in the energy mix is explained in this chapter. Different issues affecting the environ-

ment because of fossil fuel based energy resources are briefly discussed. Motivation

for the research, objectives, and scope of the study are also stated in this chapter.
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Chapter 2: This chapter gives a review of the research carried out in the domain

of thermal energy storage and heat transfer enhancement methods proposed in

the literature. Finally, a research gap in the previous work is identified, and a

suggestion is made to fill it.

Chapter 3: In this study both experimental and numerical methods are em-

ployed. Chapter 3 thoroughly explains the experimental setup and procedure. The

results of the experimental study are recorded for subsequent numerical study val-

idation. The basic definitions, governing laws for fluid flows, continuity equation,

momentum equation, and energy equation are described. The numerical model

is developed and validation and verification of the techniques is also presented in

this chapter.

Chapter 4: This chapter analyses simulation results of different fin design con-

figurations of the dual-wall-heated rectangular LHTES device. The variations in

fin orientation, fin length, and wall temperature are studied in this chapter.

Chapter 5: In this chapter a systematic investigation is performed to discover

an optimal profile for the fin lengths using a mathematical function.

Chapter 6: In this chapter impact of aspect ratio of the rectangular enclosure of

LHTES is investigated. Moreover, statistical Taguchi method is used to identify

the optimized design parameters. Machine learning methods are employed to

develop a regression model for the prediction of melting performance of LHTES

systems.

Chapter 7: This chapter summarizes the overall thesis and draws conclusions

along with few recommendations for future work are also stated.



Chapter 2

Literature Review

2.1 Introduction

A comprehensive literature survey was conducted to study the Phase Change

Material (PCM) and their properties for the purpose of latent heat thermal energy

storage device. The design of the shape and geometric parameters of Latent Heat

Thermal Energy Storage (LHTES) unit were also investigated from the literature.

Many of the studies discuss about different techniques to enhance heat transfer

rate in the Phase Change Material (PCM) and improve thermal performance of

Latent Heat Thermal Energy Storage (LHTES) devices.

2.2 Thermal Energy Storage

One of the effective methods to close the energy supply and demand gap is Ther-

mal Energy Storage (TES), which stores heat in a material and releases it when it

is needed. Solar thermal systems, waste heat recovery, district heating and cool-

ing, thermal power plants, and buildings are only a few examples of the many

real-world uses for thermal energy storage [44].

18
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A composite PCM with hybrid graphene aerogel composed of graphene oxide,

carbon nano-tubes, and paraffin wax was studied by Chen et al. [45] for solar

thermal energy storage applications. They found that the composite PCM showed

a comparable heat storage performance improvement compared to pure PCM.

In order to increase the efficiency of solar thermal storage systems, this study

recommended the creation and use of composite Phase Change Materials based

on graphene aerogel and carbon nano-tubes that have strong thermal conductivity

and absorbance properties. Campos-Celador et al. [46] have described a generic,

simple method for designing Thermal Energy Storage (TES) that is appropriate

for sensible and latent systems and have direct/indirect interface between the Heat

Transfer Fluid (HTF) and storage media. The technique was broken down into

four parts; describing (a) the thermal process and (b) TES system, (c) defining the

TES system requirements and (d) determining the final design. The simplest and

efficient way to improve the thermal performance of a TES device is to add fins

that have the advantage of being easy to install and improve performance when

in use [47]. PCMs have emerged as a potential technology for thermal energy

storage due to their relative benefits over other forms of energy storage techniques.

The performance of latent heat-based thermal energy storage systems is influenced

by the design of heat exchanger as well as the thermophysical characteristics of

PCM [48].

The influence of fin orientation on the thermal performance of a horizontal shell

and tube latent heat storage unit were investigated numerically and experimen-

tally by [49] for charging and discharging cycles. The annulus of the shell and tube

were separated by a layer of stearic acid, which was employed as a phase-change

material. In order to compare three distinct angular orientations of the exterior

fins of the tube conveying the heat transfer fluid, a buoyancy-driven transient nu-

merical approach was used. A-fin configuration was formed by the angle, whereas

Y-fin configuration was developed. Due to improved natural convection effects,

a considerable improvement in heat transfer rate for Y-fin arrangement was seen

throughout the charging cycle. In comparison to the fin configuration, the Y-fin

configuration enhanced the entire charging process for a heat transfer fluid of 358K
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by 51% and increased the latent heat storage unit’s overall heat storage capacity

by 10%.

2.3 Phase Change Materials

A key element in the energy business is effectively storing and transporting ther-

mal energy. There have been numerous methods employed from the beginning of

time to solve this problem, including heat exchangers, chemicals, and others. As

research and industry improved, new composite materials known as PCMs were

discovered. These materials proved to be exceptional for storing and transferring

energy, but because they have low thermal conductivity, active and passive strate-

gies were developed to address this issue. The PCM falls under the categories

of both organic and inorganic materials. For a faster rate of heat transmission,

the well-known PCM materials such as Cu, Al2O3, Au, SiC, SiO2, and TiO2 are

taken into consideration [50, 51].

When PCM transforms from solid to liquid or from liquid to solid, thermal energy

is transferred. This is referred to as a phase change or state change. These solid-

liquid PCMs function initially like traditional storage materials; however, as they

absorb heat, their temperature increases. PCM absorbs and releases heat at

a practically constant temperature, in contrast to conventional (sensible) storage

materials. Compared to conventional storage options like water, masonry, or rock,

they store 5–14 times more heat per unit volume. It is known that several PCMs

melt with a heat of fusion in any necessary range. However, these materials must

have specific desired thermodynamic, kinetic, and chemical properties in order to

be used as latent heat storage materials [7, 52].

Shape stabilization methods can be employed to stop leakage and improve the

ability of PCMs to store energy. By micro-encapsulating the organic PCMs and

integrating them into the matrix of the supporting materials, or by creating PCM

with the solid-solid phase change, the shape stability can be attained [53].
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PCM behave like a thermal battery, charging (storing) energy by melting and dis-

charging (releasing) during solidification. These materials play an important role

in the thermal energy storage unit related to domestic and industrial applications.

PCMs have high energy storage density and can absorb or release thermal energy

during the phase change process at nearly uniform temperature and pressure si-

multaneously [39]. PCMs can undergo different forms of phase transitions but

solid-to-liquid phase transition is the most commonly used form of phase change.

Solid-liquid phase change

Compared to sensible heat materials, this form of latent heat material allows for the

storage of huge amounts of heat in a smaller volume and is based on the melting and

solidification processes. The temperature remains constant during melting, often

known as the melting temperature or phase change temperature. After melting is

complete, sensible heat storage will facilitate additional heat transfer [54]. Latent

Figure 2.1: Temporal temperature variations in a typical melting process of
PCM.

heat, which can be calculated by comparing the enthalpies of the two phases, is the

heat transfer that occurs during melting or phase changes but cannot be quantified

by temperature change because temperature is constant. Phase change enthalpy,

melting enthalpy, or heat of fusion are terms used to describe the difference in
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enthalpy in the event of solid-liquid phase change. A typical temperature-time

plot during melting/charging of a PCM is depicted in Figure 2.1. It can be seen

from the plot that during the phase change energy is absorbed by the material.

This energy is stored that can be later recovered during discharging (solidification)

phase. The temperature-time plot of a typical solidification is shown in Figure 2.2.

Figure 2.2: Temporal temperature variations in a typical solidification process
of PCM.

2.3.1 Classification of PCM

PCM used in thermal energy units can be classified into three types [55] as

depicted in Figure 2.3.

2.3.1.1 Organic PCM

Organic materials have outstanding thermal properties. The melting is congruent

and phase change temperature range is narrow. They exhibit self-nucleation and

density of their energy is high. Most of the organic materials do not display phase

segregation and they have very low or no super cooling [56]. These types of PCM
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Figure 2.3: Phase Change Materials classification [55].

are suitable for conservation of energy in buildings, development of solar energy

units, keeping batteries and electronic devices cool and textile industry etc. Or-

ganic PCMs are ideal candidate for storage units in domestic applications because

of their low operating temperatures and higher fusion heat. The main disadvan-

tage of organic materials is they have low thermal conductivity and leakage from

the container upon melting [2], [7]. Research on overcoming these shortcomings

has shown considerable progress.

Paraffin is one of the most widely used organic PCM. Paraffin is a mixture of

(CnH2n+2). It has a low melting temperature in the range 18◦C to 71◦C. It is

cheaper to produce and is available at large scale. It is produced as a by-product

during the refining of crude oil. It is used as PCM in thermal energy storage

devices where energy from low temperature needs to be stored. The latent heat

of Paraffins is 150J/g to 260J/g.

Similarly, Fatty Acids (carboxyl acid (CH3(CH2)2nCOOH) are are also commonly

used organic PCM. Fatty acids include Capric acid, Lauric acid, Stearic acid,

Myrstic acid, Palmitic acid, and Archidic acid. Generally all orgainc PCM have
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low thermal conductivity which makes them ideal to store heat for long times but

at the same time it becomes difficult to diffuse the heat with in the PCM. The

melting range of fatty acids is 30◦C to 74◦C and they have latent heat of fusion

between 140J/g to 280J/g. They are also used to make eutectic mixtures.

When ethylene oxide and water condense, a polymer called Polyethylene Glycol

(PEG) is created. In the presence of air, PEGs are sensitive to oxidative deteri-

oration. Limiting PEG’s exposure to high temperatures, oxygen, and/or adding

an antioxidant can reduce the amount of breakdown. PEGs don’t hydrolyze or

degrade while they’re stored. Along with paraffin and fatty acids, PEG is an

organic PCM that exhibits a consistent phase change and a high nucleation rate

[57]. PEG’s chemical formula is typically written as H−(O−CH2−CH2)n−OH.

The melting range of PEGs is 19◦C to 96◦C and they have latent heat of fusion

between 70J/g to 190J/g. They are also used to make eutectic mixtures.

2.3.1.2 Inorganic PCM

Inorganic materials have higher thermal conductivity. Inorganic materials are

usually low cost and their latent heat capacity is higher than organic materials.

Salt hydrates comprises of water and inorganic salts. The generic formula of

salt hydrates is (AB.nH2O). They have poor nucleating ability and suffer from

super cooling. The phase change process of Salt hydrates involves hydration and

dehydration.

Another type of inorganic PCMs used for TES units are molten salts. Molten

salts are high-temperature PCMs because they have melting temperatures in the

range of 250◦C and 1680◦C, and their heat of fusion values lie in the range of

68J/g to 1041J/g. Primarily used between 100◦C and 450◦C in textile and food

industry for low/medium temp steam generation. As the operating temperature

range is high, molten salts are also used to generate steam for power generation.

Aerospace and nuclear industry applications use fluorides as PCM. Some other

examples of molten salts include chlorides, carbonates, nitrates, and sulfates.



Literature Review 25

Metals and Alloys are inorganic PCMs that have high thermal conductivity and

heat storage per volume density is quite high for these materials. These PCMs

generally have melting point higher than 300◦C and they are compatible for high-

temp TESU. Aluminum alloys, magnesium alloys, copper alloys are some examples

of PCMs in this category.

2.3.1.3 Eutectic Mixture PCM

As illustrated in Figure 2.3, eutectic PCMs are formed by combining two or

more organic or inorganic materials. The components could be selected from

same or different class of materials. The three type of eutectic mixture consist

of organic-organic, inorganic-inorganic, and organic-inorganic depending on the

type of material components. In many of the thermal storage applications binary

and ternary mixtures of inorganic salts have been studied [58]. Eutectic mixtures

give the opportunity to adjust phase change temperature. These do not segregate

during melting or freezing. The thermal performance of eutectic mixtures is similar

to that of the comprising components. Ionic liquids, that are medium temperature

mixtures are produced from nitrate, sulfate, and chloride salts alkali and alkaline

metals. The PCMs are grouped on the basis of their heat of fusion and melting

temperature are shown in Figure 2.4.

2.3.2 Thermophysical Properties of PCM

Many heating, cooling, and power generation applications are covered by PCMs

that have operating temperature ranges between −20◦C and 200◦C. The PCM is

chosen based on the type of application and operating temperature range. Table

2.1 lists low, medium-low, medium, and high temperature range applications of

PCM. A heat storage substance, a container that is compatible with the storage

material, and a heat exchange surface are the minimum components that any latent

heat TESS must have [55]. Mostly materials that show solid-liquid transition are

used. A PCM should satisfy following properties for practical applications:



Literature Review 26

Figure 2.4: PCM with respect to heat of fusion [59].

� Melting-Point: It should have a suitable melting point that is easily attain-

able without any special energy requirements.

� Enthalpy: Phase change enthalpy for a good candidate PCM should be

high.

� Specif heat: Similarly PCM should also possess high specific heat capacity.

� Conductivity: It is also required for PCMs to have high thermal conductiv-

ity.

� Density: Density of the PCM should be high as well.

� The PCMs with low volumetric strain and low vapor pressure are preferred.

� It is very important for PCMs not to have phase separation.

� Chemical: The chemical properties required for a good PCM are that it

should not be toxic, it does not catch flame easily. It should bot be corrosive

and must not pollute the environment.
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Table 2.1: PCM operating temperature ranges and applications.

Temperature Range Applications

Low −20◦C to 5◦C Domestic refrigerator
Commercial refrigerated products

Medium-low 5◦C to 40◦C Free cooling
Building passive heating and cooling

Solar absorption chiller
Evaporative and radioactive cooling

Air conditioning system

Medium 40◦C to 80◦C Solar air heaters
Solar stills

Solar domestic hot water
Electric devices

High 80◦C to 200◦C Solar absorption cooling
On-site waste heat recovery
Off-site waste heat recovery

Solar thermal electricity generation

� The PCM should have low or not super-cooling.

� Sufficient crystallization rate

� Phase transition: The PCMs should have reversible phase transition so that

both charging and discharging cycles could be implemented.

� Economy: PCMs that are easily available, have low cost, are easily recy-

clable and abundantly available are better suited for TES applications.

Selecting a suitable solid-liquid PCM can be complex due to the absence of a single

material that fulfills all desired properties. Researchers face common challenges,

including super-cooling, phase separation, low thermal conductivity, and liquid

leakage. Super-cooling occurs when a PCM remains in its liquid state below the

expected melting temperature, which can be mitigated using nucleating agents or

eutectic mixtures. Phase separation, where the liquid and solid phases of a PCM
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separate, is addressed through encapsulation techniques and stable eutectic for-

mulations. Low thermal conductivity in solid PCMs is tackled by incorporating

high-conductivity materials, using composites or nano-structured PCMs, or cre-

ating porous structures for improved heat transfer. Lastly, liquid leakage concerns

are addressed by employing encapsulation methods such as micro-encapsulation or

macro-encapsulation. Overall, ongoing research and development efforts focus on

finding innovative PCM formulations and encapsulation techniques to overcome

these challenges and enhance the performance of thermal energy storage systems.

2.3.3 Thermal Energy Stored in PCM

In domestic heating applications, solid-liquid PCM is preferred over the others

because in this phase change system the operating temperature is lower than any

other system. The total amount of energy stored in the phase change process is

comprised of sensible energy and latent energy. The expression in Equation (2.1)

can be used to calculate the total stored energy[41].

Q = m[Csp(Tm − Ti) + ∆H + Clp(Te − Tm)] (2.1)

where:

Sensible energy in solid = mCsp(Tm − Ti)

Latent heat of fusion = m∆H

Sensible energy in liquid = mClp(Te − Tm)

Tm, Ti, and Te are melting, initial and final temperature of PCM respectively. m

is mass, Clp, and Csp are specific heat values of PCM for liquid and solid phases

respectively. Q is the total stored thermal energy.

2.3.4 PCM Limitations

The main drawback of organic PCMs is that these materials have low thermal

conductivity [7]. There are two significant problems with organic PCMs. Or-

ganic solid-liquid PCM applications are constrained by low heat conductivity
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and container leakage. Research on improving these PCMs’ heat conductivity

and reducing liquid leakage has advanced significantly in recent years. The next

sections discuss several strategies and techniques for enhancing PCM’s thermal

conductivity and heat transfer rate in the thermal energy storage unit.

2.4 Heat Transfer Enhancement in PCM

Several different methods for heat transfer improvement exist. The objective of

these methods is to enhance thermal conductivity of PCM so that heat trans-

fer rate increases. This impact the phase change process and improves overall

performance. One way to enhance conductivity is by adding materials with high

conductivity such as metals, metal oxide nanoparticles, and carbon materials.

Another way of enhancing the heat transfer of PCM is by increasing the natural

convection of liquid PCM. Commonly used thermal energy storage containers

are tube-in-shell, triplex-tube and rectangular. Modifying the structure of the

container can also help in improving the performance in LHTES [60]. Fins of

different shapes like rectangular, cylindrical, spherical, and annular are commonly

usually used to improve the thermal conductivity [61].

Heat transfer capability of PCM can also be enhanced by the use of heat pipes.

Changing the geometrical configuration and materials also impact the perfor-

mance of TESU. Thermal conductivity can also be improved through dispersion

of nanoparticles having nominal sizes ranging from 1− 100nm[62] and are highly

conductive. [63] have described several methods for heat transfer enhancement

in thermal energy storage units. These methods can be generally classified into

following categories as described in the subsequent paragraphs.

2.4.1 Using Fins to Enhance Heat Transfer

This is the most widely used method for enhancing heat transfer in thermal storage

units. The addition of extended metal surfaces (fins) results in an increase in the
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total surface area from which heat transfer takes place. These fins could be used in

different shapes and configurations and their impact on the performance of thermal

energy units has been extensively studied by Abdulateef et al. [64]. Figure 2.5

show different types of fins in a Triplex Tube Heat Exchanger (TTX) energy

storage device investigated by them. This type of device comprises of three pipes.

The inner and outer pipes contain HTF to carry heat to the PCM contained in

the middle pipe.

(a) (b)

Figure 2.5: (a) Internal and external triangular, and (b) Internal and external
longitudinal fins in TTX [64]

2.4.2 Heat Pipes for Heat Transfer Enhancement

Heat pipes transfer high heat rates across small temperature gradients and act

like thermal super conductors. The heat transfer fluid and PCM exchange energy

by heat pipes which improves the over all performance of the unit. Heat pipe

is frequently employed in Battery Thermal Management (BTM) systems that

are PCM-based and aided because of its superior heat transmission properties

[65, 66]. The heat pipe is filled with a working fluid and has three sections: one

for evaporation, one for adiabatic cooling, and one for condensation. The working

fluid will evaporate and produce vapor when the evaporation portion is heated.
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The vapor then transports the heat from the battery to the condenser part, where

the vapor fluid releases heat into the environment and condenses into liquid.

Figure 2.6: Cylindrical LHTES with several heat pipes [66].

The melting time of the PCM was examined using 3D computer analysis in a

sinusoidal pipe placed into another pipe by Hakan et al. [67]. The system was

heated from the inner pipe at various temperatures, and the other pipe was filled

with PCM. The time-dependent governing equations were resolved using the finite

volume technique. For the sinusoidal wall, four different scenarios were used to

examine the impact on melting by geometry. Geometrical parameters had the most

strong influence on the melting time. The increase in phase transition was observed

as the amplitude ratio was raised. The effect of increasing wall temperature from

20◦C to 60◦C resulted in 46.77% reduction in melting time.

Abed et al. [68] numerically investigated a latent heat storage system with hemi-

spherical and quarter-spherical fins (shown in Figure 2.7), this study intended

to assess the melting properties of PCM. The PCM-based heat storage unit

used a vertical triple-pipe heat exchanger to increase melting performance over a

double-pipe system. To enhance heat transfer efficiency, the fins were also posi-

tioned inline and in staggered patterns. The heat storage rate increased by over

78% (from 35.6 to 63.5 W) when compared to the case without fins, cutting the

melting time in half.
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Figure 2.7: Hemispherical and quarter-spherical fins in a triple-pipe LHTES
[68].

2.4.3 Creating Cascaded Storage

During the heat exchange process decrease in temperature difference causes poor

heat transfer and this effect is unavoidable. Cascaded storage has been proposed

to solve this problem [69]. Up to 30% enhancement in heat transfer has been

observed by researches with the use of cascaded storage. Figure 2.8 shows a single

stage and cascaded thermal storage units.

2.4.4 Improvement in Heat Transfer by Nanomaterials Ad-

ditives

The improvement of the specific heat and thermal conductivity of PCMs has

also been examined using nanoparticles [70], nanosheets, nanofibers, nanotubes,

nanowires, nanorods, or droplets [71]. There are two possible ways to prepare

the nanofluids: in one step or in two steps. The two-step method starts with the

preparation of the nanoparticles using various processes, and then the dispersion

of the nanoparticles in the fluids is accomplished through agitation techniques

like magnetic agitation, ultrasonic agitation, high-shear mixing, homogenizing, or

ball milling. In the one-step method, the production of nanoparticles and their

dispersion in the fluid are simultaneous. The second strategy is the one that is

most frequently employed since it is scalable and profitable. Carbon, particularly

in the form of nanotubes, is one of the materials that is most frequently employed
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Figure 2.8: Single-staged Storage (SS) vs. Cascaded Storage (CS) [69].

for the enhancement of PCM properties. TiO2, Al2O3, SiO2, and Nano-Cu are the

commonly used nano materials investigated by researchers for the improvement of

thermal properties of PCM.

2.4.5 Metal Foams for Heat Transfer Improvement

The integration of open-cell Metal Foams (MFs) is one of the most effective

ways to improve overall heat transfer performance of PCM by increasing thermal

conductivity. MFs are thin, porous, lightweight metal objects that are typically

flat or cylindrical in shape. Because it is porous, MF typically has a cellular

structure with a high volume fraction of empty space [72, 73]. Figure 2.9 shows

copper metal foam with different pore sizes.
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Figure 2.9: Images of metal foam with different pore sizes [73].

2.4.6 Encapsulation of PCMs

Encapsulation is the process by which a particle is surrounded by a covering sub-

stance or implanted in a homogeneous or heterogeneous matrix to create a capsule.

The capsules can be constructed in an irregular shape or a standard shape, such as

spherical, tubular, or oval. This procedure is one of the ways to deal with several

PCM-related issues, such as low conductivity, thermal instability, and supercool-

ing, which reduce the system’s thermal efficiency and rate of heat release. In these

methods PCM is covered by a shell of different type of material. Based on the size

of the capsules these methods are classified as macro-encapsulation (1 − 10mm),

micro-encapsulation (1− 1000µm), and nano-encapsulation (< 1µm). The encap-

sulated PCM’s operation is depicted in Figure 2.10. The PCM serves as the

core component, and the encasing material serves as the shell component. In the

heated capsule, the PCM melts while the shell is still solid. During the melting

and phase transition, the PCM’s temperature stays constant, and depending on

its thermophysical characteristics, it stores a certain amount of heat. The PCM

returns to its initial solid form by releasing the absorbed heat when it cools below

the melting point. The above mentioned methods help in improving the thermal

conductivity of the PCM but they have some technical disadvantages. Nano-

PCMs and encapsulated- PCMs are difficult to prepare and increase the cost of

the LHTES. Moreover, nano- PCMs and metal foams reduce the overall energy

capacity of the system. Joshi et al. [74] conducted an experimental and numerical

study and have shown that the fins infused PCM accelerated the melting rate by

66.67% than the metal foam infused PCM [74] under the same mass of PCM.

In another study Hayat et el. [75] showed that the heat storage rate was slightly

improved by fins and nanoparticles until the complete melting of PCM. They also
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Figure 2.10: Working principal of the encapsulated PCM [71].

identified that by using 5 fins the total absorbed energy was increased by 10%.

Moreover, after a complete meltdown, the total stored thermal energy in the PCM

containing metal foam was about 85–95% of the total energy of the pure PCM

[76].

2.5 Applications

In latent heat thermal-storage systems for heat pumps, solar engineering, and

spacecraft thermal control applications, PCMs have been widely used. In the last

ten years, PCM applications for building heating and cooling have been studied.

Many PCMs exist and can melt and solidify at a wide range of temperatures,

making them suitable for use in a wide range of applications.

2.5.1 Buildings

Since before 1980, PCMs have been taken into consideration for thermal stor-

age in buildings. Wall-boards, shutters, under-floor heating systems, and ceiling
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boards can now be used as a component of the building for heating and cooling

applications thanks to PCM’s implementation in Trombe walls, PCM wallboard,

and PCM concrete systems.

De Gracia and Cabeza [77] studied active and passive PCM based thermal energy

storage integrated in the building sector. They have identified and highlighted

the advantages and drawbacks of each technology. Main advantages described by

them are increase in efficiency, better reliability, reduced investment and running

cost, and less pollution. The main drawbacks identified by the authors are low

thermal conductivity of PCM and increase in volume in case of sensible thermal

storage.

A parametric study for design optimization of and active LHTES system for space

cooling was conducted by Ručevskis et al. [78]. PCM layer thickness, number of

pipes, diameter of pipes, cooling duration, inlet water temperature, and weather

conditions were the parameters they studied. They identified the improtance of

each parameter in their numerical studies. The validity of PCMs as a Trombe

wall has been examined through experimental and theoretical studies [79]. The

phase change units are substantially smaller and lighter than water walls or mass

Trombe walls for a given amount of heat storage. Calcium chloride hexahydrate

(melting point 29.8◦) was used as PCM by Bourdeau [80] to test two passive

storage collector walls. He came to the conclusion that an 8.1 cm PCM wall

performs marginally better thermally than a 40 cm masonry wall.

The idea of enhancing the thermal comfort of lightweight buildings by incorporat-

ing PCMs into the building structure has been examined in numerous research

projects over the course of several decades [81, 82]. The ceiling boards, which are

used for heating and cooling in buildings, are a crucial component of the roof. In

order to discharge energy during peak hours, Bruno [83] created a mechanism that

stored coolness in PCM during off-peak hours.
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2.5.2 Solar Water Heating

The popularity of solar water heaters is growing [43, 84, 85] as a result of their

low cost and ease of construction and maintenance. A built-in storage type water

heater with a layer of PCM filled at the bottom was examined by Prakesh et al.

[86]. In the presence of sunlight, the water warms up and radiates heat to the

PCM below. Due to the buildup of energy in the form of latent heat, the PCM

melts. When there is no sunlight, cold water is utilized instead of hot water, and

the cold water receives its energy from the PCM. When the PCM changes from

a liquid to a solid state, energy is released.

2.5.3 Solar Air Heating

In various investigations researchers have examined the effectiveness of air-based

solar heating systems using phase change energy storage units. Their main goals

were to ascertain the impact of PCM latent heat and melting temperature on the

thermal performance of air-based solar heating systems.

Chaichan et al. [87] studied the effect of charging and discharging of PCM in a

Trombe wall. They added Al2O3 nano particles in the paraffin wax of one wall.

In their study they observed faster charging and discharging times. The exit air

temperature of the wall with Nano- PCM was hotter by about 43% than the wall

with plain PCM.

2.5.4 Solar Green House

As a component of the integrated greenhouse solar system, Hung and Toksoy

[88] had designed and built a latent heat storage system with two alternative

stacking configurations and air baffling. The main storage components were made

of industrial cylindrical storage rods. The findings indicated that compared to

rock or water storage, the developed latent storage devices revealed a much larger

compact storage capacity.
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In order to store solar energy for drying and curing processes as well as plant

production, PCMs have also been employed in greenhouses [89]. A greenhouse

energy storage was studied by Kern and Aldrich [90]. They used 1650 kg of

CaCl2.6H2O in aerosol cans each weighing 0.74 kg. Two stores with various

amounts of PCM were employed, one inside and one outside the greenhouse, and

PCM cans were arranged in a shop with a 22.86 mm gap between each one. The

direction of air flow was switched for the energy-releasing procedure at night while

the energy storage unit inside the greenhouse collected warm air from the ridge of

the greenhouse during the day.

2.5.5 Photovoltaic Panels and Solar Stills

Numerical simulations were used by Sasidharan and Bandaru [91] to compare the

thermal response and heat transport phenomena of Photovoltaic (PV)- Nano

Enhanced Phase Change Material (NEPCM) and plain PV- PCM for different

tilt angles. The CuO nanoparticles chosen for NEPCM had mass concentrations

of 1%, 3%, and 5%.

In order to determine the impact of mass concentration of nanoparticles and incli-

nation, the thermal performance of PV-NEPCM at inclinations of 0◦, 15◦, 30◦, and45◦

was compared with a simple PV- PCM system. For PV- PCM and PV- NEPCM

systems, the average temperature of PV, the liquid fraction and thermal energy

stored in PCM, the pattern of isotherms and streamlines, and the performance

of PV are compared. The results showed that the heat transfer rate of PCM was

faster in all configurations in which nanoparticles were added.

Younes et el. [92] experimentally studied new rotating disc solar stills with various

disc configurations, PCM thermal energy storage units, and the use of external

reflectors. With a constant rotational speed of 0.1 rpm, three types of revolv-

ing discs—flat, finned, and corrugated—have been investigated. To maximize the

water evaporation surface area and the exposed area to sun radiation, four revolv-

ing discs were employed on the back and side walls of the discs SS. According to
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the findings, for flat, corrugated, and finned disc stainless steel, the productivity

boost over standard stainless steel was 68%, 86%, and 106%, respectively. While

using TES unit with NEPCM, productivity increased by 149% compared to the

traditional solar stills.

2.6 Performance Enhancement

Many various techniques have been used in the literature to enhance LHTES

device’s thermal performance. The most widely used technique modifies the fins

and container of the LHTES geometrically [93–95]. Shell and tube, spherical,

and rectangular are typical geometric shapes in thermal energy storage systems

[49, 96–99]. Rahimi et al. [100] have undertaken a thorough review based on

key industrial applications, solution techniques, PCM components, and PCM

enclosure geometries. Applications for Lead-Acid batteries, drying methods, food

technology, thermal storage, and solar collectors are all included in this paper.

They investigated the functionality of rectangular thermal energy storage units of

the following shapes: square, rectangle, trapezoidal, triangular, and parallelogram.

2.6.1 Heat Transfer Enhancement Techniques

The biggest design challenge of PCM based LHTES systems is the low thermal

conductivity of PCM. The majority of the techniques to overcome this are based

on the different configurations of fins embedded in the PCM as shown in Figure

2.11. This selection is dependent on the simplicity, ease of fabrication, low cost of

construction, and additional heat-transfer surface [101]. Another technique used

for performance improvement in LHTES is enhancing the thermal conductivity of

PCM. It involves mixing low density conductive materials with PCM that results

in better thermal conductivity and higher heat exchange rate. The similar results

are obtained by using nano PCM, that is developed by mixing different types of

nano particles with PCM [102, 103]. KOK and GÜRTÜRK [104] studied the heat
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Figure 2.11: Different fin configurations [60].

transfer performance during the solidification of PCM and nano- PCMs (Al2O3 -

CuO). They performed experimental and numerical studies with and without fins.

Their findings showed that in the solidification process, due to over-cooling effect

of PCMs, fins did not have significant effect. Base- PCM solidified in the heat

storage tank in 10 minutes, but the solidification of the PCM with fins took 11

minutes. The heat storage tank’s solidification using nano- PCM was completed

in 13 minutes.

In an experimental study [105] authors studied the effect of surface areas of the

heat transfer fins on the melting and solidification process of PCM in a thermal

energy storage device. They identified that surface area of the fins had positive

effects on heat transfer, but negatively effects natural convection current. They

could obtain an improvement of 65% in the performance of the energy storage

device with a specially designed fin.
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In an another 3D numerical study, [106] combined Monte Carlo Ray-Trace (MCRT),

Computational Fluid Dynamics (CFD), and thermal stress analysis with the static

structural module of ANSYS to explore thermal performance and thermal stress

studies of Parabolic Trough Collector (PTC) receiver. Initially they investigated

how the material of the tube affected heat transfer. Thermal stresses and tem-

perature gradients were compared. In the second phase, they used Al2O3 −H2O

based nanofluid at different volume concentrations and examined the impact of

nanoparticle addition on the Heat Transfer Fluid. A ratio of 1%–6% of nanopar-

ticle volume concentration was found to enhance the ptc’s thermal performance.

2.7 Geometric Modifications

The most common approach uses geometric alterations to the fins and container

of the LHTES [93–95]. Shell and tube, spherical, and rectangular are typical

geometric shapes in thermal energy storage systems [96–99]. Rectangular thermal

energy storage units are chosen, however, due to its ease of manufacturing and

installation, cost-effectiveness, and energy storage performance [107].

The current level of research on heat transport in a spherical shell is taken into

account by [108]. The authors examined heat transmission in PCMs for restricted

melting (solid PCM fixed inside the vessel), unconstrained melting and solidifi-

cation (unfixed), and phase transition in finned shells. It was demonstrated that

the restricted melting process as it exists was not well described. Some important

recommendations they made are to use dimensionless forms for results and reli-

ably measuring thermophysical properties of PCMs or mixtures closer to melting

point.

2.7.1 Shell and Tube Configuration

Cylindrical pipes have a high efficiency in a small volume and are used in the

majority of engineering systems, cylindrical shapes are thought to be the most
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promising for the components of commercial heat exchangers. There are four

different types of cylindrical PCM- LHTES container configurations. The first is

a pipe model as shown in Figure 2.12a, in which the HTF flows via a single pipe

while the PCM fills the shell. In the second type shown in Figure 2.12b, which

is a cylinder, the PCM fills the tube while the HTF flows perpendicular to it.

In the third model, the HTF flows through one side of a shell and tube while the

PCM fills the other side [60].

Figure 2.12: Types of shell n tube a) Tube b) Shell c) Pipes d) TTX.

Akgün et al. [109] experimentally analyzed a shell-n-tube type LHTES system.

In their study they used three kinds of paraffin as PCM, with different melting

temperatures. The heat transfer fluid used was water. They suggested a geometry

with annular space and conical shell. In order to improve the performance that

titled the outer surface of the container by 5◦. They found the impact of Stefan

and Reynolds numbers on melting and solidification behavior. It was revealed

that the unique tube-in-shell storage design used in this investigation indicated

excellent outcomes.
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Malik et al. [38] numerically investigated the performance of a shell and tube

LHTES unit subjected to fluctuating thermal cycles of waste heat. The waste

heat was obtained from clinker cooling process (420K - 600K) as Cycle 1 & 2. The

Cycle 3-5 were based on the internal combustion engines (360K - 780K). In their

study, HITEC® industrial salt as PCM was used. They found that in Cycle 1

melting time was 41.6% higher than Cycle 2. Similarly, Cycle 5 accelerated the

PCM melting by 37.4% and 33.3% compared to Cycle 3 and Cycle 4.

In another study, PCM melting enhancement was numerically studied using mul-

tiple tubes and modified shell designs by Qaiser et al. [98]. PCM was placed

inside the heat-transfer fluid-carrying copper tubes and steel shell of the annulus.

Using a single Y-fin HTF tube as the base case, two to five tubes were divided up

into multiple configurations while maintaining constant PCM mass. Compared to

the Base Case, the vertical double tube and triple tube V-configurations increased

average heat transfer rates by 33.6% and 23.7%, respectively.

Qaiser et al. [110] numerically analyzed the effects of tube and shell geometric

designs on the improvement of latent thermal energy storage system’s thermal

performance. HTF tubes were altered to include hexagonal, pentagonal, square,

and triangular geometries as shown in Figure 2.13. All other tube configurations

fell short of the performance of triangles with the vertex facing downward. In

comparison to the base scenario, it increased the energy storage capacity by 3.72%

and the PCM melting rate by 27.2% in thermal energy storage device. Moreover,

several bottom vertex angle triangulated shell designs were also investigated. The

shell’s bottom vertex angle of 75◦ provided the greatest improvement. Compared

to the base case, it increased the energy storage capacity by 23.7% while speeding

up the PCM melting rate by 66.9%.

Sabir et al. [111] numerically investigated the performance of dimpled tubes with

different geometric pitches under a fixed heat flux of 10 kW/m2. The performance

of improved tubes with ellipsoidal 0◦, teardrop, and ellipsoidal 45◦ dimples of

equivalent volumes was studied. It had been found that the variation in dimple

pitch (P ) and Re had a substantial impact on the performance of dimpled tubes.
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Figure 2.13: Multi-tube LHTES system model and geometric modifications
[110].

The thermal-hydraulic performance was improved by 45.7% using ellipsoidal 45◦,

and 31.2% using teardrop dimpled tubes with the ideal pitch.

2.7.2 Triplex Tube Configuration

The triplex tube heat exchanger (TTHX), shown in Figure 2.12d, is another cylin-

drical arrangement in which the PCM fills the central tube and the HTF flows

through the inner and outer tubes. In order to determine the effects of raising the

HTF-inlet temperature on the melting and solidification of paraffin (RT50) as a

PCM inside a shell and tube heat exchanger, Hosseini et al. [112] undertook a

combined experimental and numerical investigation. According to their findings,

the theoretical efficiency increased by 81.1% to 88.4% and by 79.7% to 81.4%,

when the HTF-inlet temperature was raised from 70 degrees to 75◦and then to

80◦.
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A novel fins configuration in a triplex tube heat exchanger was numerically inves-

tigated by Mahdi et al. [113]. They used a variety of fin configurations at different

regions of heat exchanger. The new structure of fins was proposed in light of their

findings. In order to determine the effectiveness of the suggested fin structure,

three instances were compared: the proposed innovative case, the LHTES system

with traditional fin system, and the LHTES system containing nanoparticles in

the same storage volume of the heat exchanger. They suggested that improving

the fin volume utilization as well as adopting a suitable fin arrangement between

the upper and bottom halves of the domain could improve PCM melting in the

TTX. Their findings demonstrated that the use of a relatively modest number

of medium-sized fins at the upper half of the annulus enhanced convective heat

flow into the PCM sufficiently, enabling faster melting of the PCM. Fakhar et

al. [114] investigated the use of branched fins and nanoparticles to improve the

melting process of PCM in a horizontally configured thermal energy storage unit.

Different fin designs, including all-straight, single-branched, and double-branched,

were analyzed, showing significant time savings of up to 45.9% and increased en-

ergy storage capacity. Furthermore, the addition of Al2O3 nanoparticles to the

PCM further enhanced the melting performance, resulting in additional 26.8%

time savings.

A PCM-based heat storage unit with vertical triple-pipe heat exchanger was used

by Abed et al. [68] to increase melting performance over a double-pipe system. To

enhance heat transfer efficiency, the fins were positioned in inline and staggered

patterns. Both the upward and downward orientations were considered for the

quarter-spherical fins. A faster rate of heat transfer was observed from the stag-

gered fin layout. Moreover, the downward quarter-spherical fins with a staggered

layout exhibited the best performance and the heat storage rate increased by over

78% compared to the case without fins, cutting the melting time in half.

Zhang et al. [115] created a mathematical model of PCM melting in triple-tube

heat exchanger and tested against experimental data. The evolution and defor-

mation of solid-liquid interfaces, the distribution of isotherms, the time-varying
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profile of liquid fraction, and the average temperature over the course of the melt-

ing process were discussed in relation to the impact of various fin layouts and

volume fractions of nanoparticles on the melting process.

The results showed that employing the improved techniques of innovative fins

and nanoparticles improved the melting characteristic. Four different unique fins

had melting times that were lowered by 80.35%, 77.62%, 77.33%, and 80.65%,

respectively, when compared to the original structure. This was due to the system’s

improved heat transport as a result of the addition of fin configurations.

2.7.3 Rectangular Wall Heated Configuration

Due to their straightforward design, cost-effectiveness, and energy storage effi-

ciency, rectangular thermal energy storage systems have garnered a lot of atten-

tion [107]. Applications for rectangular LHTES include solar collectors [116], so-

lar stills for water desalination [117], power electronic equipment [118], large-scale

heat storage tanks [104], space craft thermal control [119], and building materials

such as walls, bricks, and shutters [120, 121].

The behaviour of PCM melting in a rectangular enclosure and the impact of

adding horizontal fins were experimentally investigated by Kamkari and Shokouh-

mand [122]. The melting process was visualised to highlight both how crucial

natural convection was to the melting process and how much partial fins may has-

ten it. In comparison to the basic case with no fins, they discovered a reduction

in melting time of 18% for the 1-fin case and an improvement of 37% for the 3-fin

arrangement.

For a rectangular LTESU heated from a single side, the effect of fin size and distri-

bution on the buoyancy-driven heat transfer mechanism was quantitatively inves-

tigated by Biwole et al. [123]. For three hours, a steady heat flow of 1000W/m2

was applied to one side of the enclosure to warm it up. Both the fin mass and

the PCM mass were constant. The outcomes were contrasted with an un-finned

reference case. The researchers came to the conclusion that larger surface areas
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led to more overall heat transfer in the PCM and lower front plate temperatures.

They deduced that if keeping the front temperature low was the design objective,

the 16 fin layout would offer the optimal temperature management mechanism.

Ji et al. [124] examined the effects of different fin ratios of fins attached to the

upper and bottom portions of the isothermally heated single wall in a numerical

investigation of a rectangular thermal storage unit. The results demonstrated

that natural convection significantly enhanced when the fin length ratio was less

than 1.0 while it reduced in configurations with fin length ratios greater than

1.0. When the results were compared to the setup with a fin length ratio of 1.0,

they showed a saving of 25% in melting time. Abdi et al. [125] numerically

studied a rectangular LTESU with vertical fins. The fins were connected to the

lower horizontal wall. The melting time was reduced by 12% in the case designed

with long fins but it resulted in reduction of 6% energy storage capacity. This

indicated an important aspect in the design of LTESU. Some design changes could

positively affect one performance parameter while have a negative result on another

performance parameter.

A vertical rectangular fin array on a vertical base was experimentally evaluated for

its thermal performance by Yazicioglu and Yüncü [126]. They altered fin height

and spacing in their investigation. They demonstrated how the geometric charac-

teristics and the temperature difference between the base and environment affect

the convective heat transfer rate. They experimented with 30 various arrange-

ments and discovered that the ideal fin spacing fell between 10.4mm and 11.9mm.

A 41.28% improvement in the average heat transfer rate was the highest that was

seen. The variance in fin thickness was not studied.

In another study, Bouhal et al. [127] numerically investigated the thermal perfor-

mance of a rectangular LTESU enhanced with horizontal triangular partial fins.

The rectangular shaped fins produced faster melting rates as compared to trian-

gular fins. The results also manifested that the role of geometric configuration of

the fins is very important in thermal performance enhancement of LHTES.
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Similarly, [128] employed stepped fins to numerically investigate the melting per-

formance of PCM enclosed in the rectangular LHTES. The enclosure was heated

from single vertical wall. The results of the LHTES enhanced with stepped fins

were compared to the case with straight horizontal fins. The impact of using

downward stepped fins on PCM melting showed an improvement up to 65%.

This configuration improved convection current on the upper part and enhanced

heat transfer during the final phases of melting. In this study right angled fin

steps were used where the parameters were changed uniformly. The study could

be enhanced by allowing changing parameters for each step and investigated the

thermal performance of the system.

Mahdi et al. [129] performed an experimental and numerical investigation of

thermal energy storage performance of a rectangular LHTES by employing an

innovative design that divided the rectangular plane into small partitions (1, 2, 8,

16, and 32). The idea was to trap the melting PCM in the partitions creating

multiple melting fronts. The number of the partitions was varied based on the cav-

ity aspect ratio with values 2, 1, 0.5, 0.25, 0.125, and 0.0625. They found that the

optimal design was with 0.25 cavity ratio and 8 partitions. The performance im-

provement was observed with respect to a normal 1-partition cavity. It was found

that melting process with 2, 4, 8, and 16 partitions showed an improvement of

31.2%, 53.6%, 65%, and 68% respectively. A similar study could be conducted by

defining different shapes of the partitions, like square, triangular, or quadrilateral.

In another numerical study, Kasper et el. [130] studied different design parameters

for improving melting and solidification performance of a finned rectangular ther-

mal energy storage device. The parameters studied were cavity inclination and fin

spacing to study the melting and freezing rates of the energy storage unit. Fekadu

and Assaye [131] numerically investigated melting rate enhancement of PCM in a

bottom wall heated rectangular enclosure keeping all other walls adiabatic. They

studied the performance changes by varying number of fins and their angles to

identify the best performing configuration. It was found that the optimal design

with 2 fins reduced the melting time by 43%.
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A parametric study was conducted by Arshad et al. [132] to investigate the per-

formance of a heat sink by utilizing PCM and fins in applications for thermal

management of electronic components. Two distinct volume fractions of 10% and

20% of plate-fin heat sinks with 10, 15 and 20 mm fin heights were chosen. RT-

35HC was utilized as the PCM. At the heat sink base, a constant input power

was applied to simulate the heat produced by an electronic device. They found

that by increasing the fin height and quantity for both volume fractions of fins,

a lower heat sink base temperature was attained. The 20 mm fin height of 20%

volume fractions of fins demonstrated a superior reduction in heat sink base tem-

perature when compared to the 10% volume fraction PCM filled finned heat sink.

However, a 20 mm fin height with a 10% volume percentage of fins was projected

for the higher phase completion time during melting. Greater fin height and fin

count result in a faster melting rate.

In another study shape and position of fins were used to investigate the thermal

performance of rectangular LTESU by Sinaga et al. [133]. In their study lauric acid

was used as PCM. In the first stage of their study three positions for rectangular

fins were considered. They observed that the best results were obtained when

fins were located at the lower half of enclosure. The second stage of their study

considered two trapezoidal and one triangular shaped fins. The optimum positions

obtained from the first stage results were used for fin placement. Their results

concluded that triangular shaped fins produced best results.

Wang et al. [134] numerically studied ”L” shaped fin in a rectangular enclosure

instead of simple horizontal fins. In their study, the enclosure was heated from the

one side wall and ratio of horizontal and vertical segments of the ”L” geometry and

orientation of the the fins were used variable parameters. They found that these

parameters had a significant impact on the thermal performance of the LHTES.

The best case in their research was found to be the one where fin was mounted to

the lower side of the wall and had 40mm horizontal and 20mm vertical dimensions

for the ”L” shape. They showed 45% improvement in melting time compared to

the reference case with two horizontal fins.
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Kamkari et el. investigated experimentally the melting rate of PCM in a single

wall heated rectangular enclosure[135]. The orientation angles of the enclosure

were varied from 0◦ to 90◦. The vertically oriented (90◦) case was selected as a ref-

erence for comparison of results. A 35% and 53% reduction in total melting times

for 45◦ and 0◦ orientations, respectively, was observed. Additional enhancement

of up to 35% was achieved when wall temperatures were increased from 55◦C to

70◦C.

In another experimental study, Kamkari and Groulx [136] used lauric acid to

investigate the impact of orientation of a finned rectangular chamber that was

heated from one side wall. The increased convection and lower melting time was

observed in enclosure with vertical configuration than the horizontal configuration.

In another study of a rectangular thermal energy device that was inclined at dif-

ferent angles and filled with lauric acid and paraffin wax, thermal performance was

analyzed experimentally by Shathe and Dhoble [137]. They varied the enclosure

angle with respect to the horizontal plane from 30◦, 60◦, to 90◦, and concluded

that as the inclination angle is increased, natural convection increased and resulted

in higher melting rate.

In a numerical investigation of a rectangular PCM storage unit, effects of changing

aspect ratio (Height to Width ratio) were studied for performance enhancement

[138]. In this study different sides of the enclosure were heated and elaborated

comparison was conducted to analyze the PCM melting rate. The best melting

time was reported for enclosure whose aspect ratio was less than 1.25 and that

was heated from bottom side.

To speed up the melting of PCM, three conductive fins were connected to the

heated bottom wall in various locations of a horizontal rectangular enclosure and

numerically studied by Laouer et al. [139]. To examine their impact on melting

rate, several dimensionless fin lengths (a/H = 0.25, 0.50, and0.75) and dimension-

less fin positions (b/L = 0.15, 0.25, 0.35, and0.75) were taken into consideration as

parameters.
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Finding the ideal fin lengths and spacing between them was the key goal in order

to get the maximum storage performance. The entire melting period was reduced

by 15.1%, 40.7%, and 70.1%, respectively, when the ratio of fin lengths of a/H

was increased from 0.25 to 0.75. When PCM was completely melted, the optimal

compromise position ratio for short fins at a/H = 0.25 was b/L = 0.48; however,

when a/H > 0.50, it was b/L = 0.35.

To comprehend the effect of fins on the thermal performance of rectangular storage

tanks that are positioned vertically and horizontally, a parametric research was

carried out by Safari et al. [140] keeping the mass of PCM in the tank and the

fin volume constant during numeric simulations. In their findings, they implied

that longer, thinner fins were preferable than shorter, thicker fins for increasing

melting rate. It was determined that adding more fins did not always speed up

melting for horizontal enclosures with fin lengths of 25 and 35mm. When nine

45mm long fins were utilized in a horizontal enclosure, the highest melting time

decrease compared to the 3-fin vertical enclosure with a fin length of 25mm was

75.1%.

Barthwal et al. [141] studied rectangular, triangular, and Y-type fins for two stor-

age/sink enclosure orientations: upright (θ = 90◦) and inclined (θ = 35◦). In

addition, three fin configurations—equal, decreasing, and increasing-stepped were

examined based on how the fins were arranged along the enclosure height. Based on

variables, the time enhancement ratio, suppression ratio, liquid fraction, temper-

ature distribution, melt velocity magnitude, storage capacity/rate, and enhance-

ment in Nusselt number, the performance of each storage unit (orientation/fin-

type/fin-arrangement) was evaluated. For inclined and vertical enclosures, re-

spectively, equal and increasing-stepped Y-fin designs produced the largest time

enhancement ratios of 42.38% and 29.86%. Additionally, as compared to other fin

types, Y-fins-based enclosure provided a higher average suppression ratio. Nusselt

number was found to increase by 2.56, 2.67, and 2.64 times for upright enclosures

with rectangular, triangular, and Y-shaped fins, respectively.
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To speed up the melting of phase-change materials, Xu et al. [142] investigated the

structural parameters of longitudinal rectangular fins utilized in a horizontal shell-

and-tube latent heat storage unit while taking into account the natural convection

during melting process. A new coupling approach between genetic algorithms and

computational fluid dynamics was created due to the phase-change heat-transfer

optimization problem’s excessive non-linearity and high computational cost. The

ideal construction characteristics, including the length, width, and placement of

each fin, were explored along with the impacts of the fins’ thermal conductivity,

filling rate, and number. In their results, they found the ideal dimensionless fin

length and fin angle to be around 0.96 and 0.2 respectively.

2.8 Conclusion

From the above studies, it is concluded that fin configurations and container con-

figuration including shape, have an influence on the melting process. These are

important parameters in the design of for a LHTES. To the best of author’s

investigation and knowledge, no studies in the literature, described previously, in-

vestigated qualitative and quantitative effects of fin-distribution in a rectangular

cavity using mathematical functions on the performance of energy storage behav-

ior of LHTES using stearic acid as PCM and isothermally heated from side walls.

This study, therefore, investigated the impact of different fin configurations that

are defined by using mathematical functions and the resulting model is numeri-

cally studied to investigate the thermal response in terms of melting time and heat

transfer storage rate of rectangular LHTES.

First an experimental setup is used to study the melting behavior of the rectangular

enclosure with fins connected to isothermal side walls. A reference numerical study

was performed to set the parameters for numerical analysis matching with the

experimental results. Furthermore, numerical studies were performed by varying

different design parameters. The volume of PCM was kept constant in all current

studies. Additionally, the effect of aspect ratio of the cavity, and the variation in
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the wall temperature of LHTES are also analyzed for melting and thermal energy

performance enhancements.

Finally two new correlations, one for melting Fo (Fourier number) with respect

to Ste (Stefan number) and the second one for N̄u (average Nusselt number)

with respect to Ra (Rayleigh number), are developed. A wide range of operating

temperature could use these correlations for studying the behavior of the system

for different applications.



Chapter 3

Experimental Study and

Numerical Formulation

3.1 Introduction

In this study, various latent heat thermal energy storage devices were modeled by

varying different design parameters, such as, fin thickness, fin length, fin orienta-

tion, fin displacement, and container geometry aspect ratio. A reference case with

designed and manufactured. It had six fins with uniform length, thickness and

displacement along the heated walls. The chamber and fins were heated from side

walls. Multiple experiments were performed to observe the melting process and

transient behavior of Phase Change Material (PCM) temperature and liquid front

was recorded. In order to investigate the thermal performance the design changes

were made to the reference case and studied numerically using Computational

Fluid Dynamics (CFD) software. Initially reference case was replicated numeri-

cally and numerical parameters were adjusted so that the results are congruent

to the experimental results. This enabled to execute further numerical studies

with higher confidence. Overall, this study represents a comprehensive approach

to investigating the thermal performance of Latent Heat Thermal Energy Storage

(LHTES) devices, combining experimental observations, numerical simulations,

54
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and sensitivity analyses. The findings contribute to the advancement of energy

storage technologies and pave the way for more efficient and sustainable utilization

of thermal energy resources.

3.2 Experimental Setup

The experimental setup was designed with the help of Computer Aided Design

(CAD) software Autodesk Fusion 360. The design was used to manufactured the

model Latent Heat Thermal Energy Storage (LHTES) unit as per specifications.

The main design elements were LHTES chamber, heat exchangers, and fins as

shown in Figure 3.1.

Figure 3.1: 3D isometric view of design of experimental LHTES device .

The dimensions of the device are shown in Figure 3.2. The chamber was made

of 25mm thick acrylic. The both sides of the chamber were connected with Alu-

minum based heated walls on which Aluminum fins were attached. The enclosure

was filled with PCM in liquid state. The mass of PCM filled in the chamber was



Experimental Study and Numerical Formulation 56

3.4kg and its volume per depth was 0.0282mm3/mm. In order to provide isother-

mal temperature to these walls, hot water based Aluminum heat exchangers were

connected to these walls. The hot water at the required temperature was circu-

lated through these exchangers that transferred the heat through conduction to

the hot walls, then to fins and eventually to PCM. To monitor the temperature

distribution and evolution of the immediate solid-liquid interface, a rectangular

thermal storage experimental unit was devised and built as mentioned in the pre-

ceding paragraphs. In Figure 3.3, the experimental setup’s schematic and the heat

exchanger that was utilized to transmit heat to the PCM are displayed.

(a)

90mm 150mm
120mm

30
m
m

30
m
m6m
m

Left Front

(b)

Figure 3.2: Schematic drawing of (a) PCM enclosure and (b) Heat exchanger
and fins.
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Hot water tank Cold water tank

Pump

HTF inlet

HTF outlet

Figure 3.3: Schematic view of experimental setup.

The rectangular enclosure’s dimensions were 235mm in width, 125mm in height,

and 125mm in length. The fins that are connected to the walls were 6mm thick,

90mm wide, and 120mm long as shown in Figure 3.2.

To provide heat at a constant temperature, heat exchangers made of 35mm thick

high conductive aluminum slabs were attached to the enclosure’s side walls. Wa-

ter circulating within these slabs was used to achieve isothermal temperature as

shown in Figure 3.4. A valve system connected the hot and cold constant tem-

perature water tanks to the heat exchangers. The enclosure’s remaining walls

were built from translucent acrylic sheets that were 12mm thick. The transparent

walls allowed for the visualization of the melting process and the photography of

melt-fraction. The acrylic’s low thermal conductivity reduced heat loss from the

enclosure. Glass wool sheet (k = 0.042,W/m.K [143, 144]) connected to the lat-

eral faces served as additional insulation. The hot water tank delivered hot water

that was in the range between 70◦C and 90◦C. Four 1500W heaters, electronic

thermostat STC-100A temperature controller with NTC type temperature sensor

implanted in the water bath, and thermal regulator with a ±0.5◦C accuracy were

part of the PID temperature control system.
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(a)

(b) (c)

Figure 3.4: Heat exchanger and water flow through its inner channels (a)
Photograph of heat exchangers, (b) 3D Cad model, and (c) Front view.

To gauge the temperature distribution inside the container, there were twelve

K-type thermocouples with a precision of ±0.5 °C. These thermocouples were

positioned so that their sensors were at the enclosure’s vertical mid-plane and these

were placed in four rows and three columns. This configuration made it possible

to see the PCM’s temperature distribution in the LHTES in an appropriate

manner. The sixteen-channel Data Acquisition (DAQ) system was wired with
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(a) (b)

(c)

Figure 3.5: (a) PCM filled LHTES, (b) Placement of thermocouples, (c)
K-Type thermocouple and MAX6675 module.

connections for all thermocouples. The DAQ was connected to the laptop using

serial port interface. At predetermined intervals, the data was recorded on the

computer using Serial Port Monitor software.

Photographs of the latent heat thermal storage device, placement of thermocouples

and a closeup of K-Type thermocouple with MAX6675 module for temperature

reading are shown in Figure 3.5. The experimental apparatus included a heat

exchanger, a rectangular PCM enclosure, and hot and cold water tanks with
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constant temperature supply. Temperature regulation was provided via a tem-

perature controller (SP100), and temperature measurements were recorded using

a 16-channel data acquisition system. A circulation pump was used to move the

water through the plumbing system. Snapshots of the PCM during the melting

process were taken using a digital camera (NIKON 3500). Data processing and

analysis were done on the laptop.

In this study, a chemically stable, non-toxic and having a high latent heat of fusion

PCM stearic acid was used. Due to its operating temperature range, stearic acid

can be employed in medium-temperature thermal storage applications. Stearic

acid is translucent in the liquid phase but has a white tint in the solid form.

This color contrast made it simple to distinguish between the two phases and

helped during the melting process to follow the interface, see Figure 3.6. The heat

exchanger with LHTES, hot and cold water baths, water flow loops, thermocou-

ples, and a temperature controller can be seen in Figure 3.5. Thermal properties

(a) (b)

Figure 3.6: (a) Solid and (b) liquid phases of stearic acid ( PCM).

of stearic acid including melting temperature range, latent heat of solid–liquid

phase change and specific heat capacity were determined by Differential Scanning

Calorimetry (DSC). The DSC thermal analyses were performed with a heating

rate of 5°C/min in the temperature range from 20◦C to 70◦C.
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The onset melting temperature of the PCM is obtained as the intersection point

between the tangent line at the point of the maximum slope of the DSC peak,

and the base line taking into account the change of heat capacity between the

solid and the liquid phases, as shown in Figure 3.7. Melting temperature range

was measured with an accuracy of ±0.2 °C. The latent heat of solid–liquid phase

change was calculated by numerical integration of the area under the peak of the

DSC curve. Figure 3.7 shows the DSC heating thermogram of stearic acid. Some of

the thermal properties were obtained from literature. All of the thermal properties

of stearic acid are shown in Table 3.1. The components of the experimental setup

are shown in the Figure 3.8.

Figure 3.7: DSC heating thermogram of stearic acid.

The water in the hot tank was heated to Tw = 85◦C by 6kW heater. Tempera-

ture controller was used that maintained the temperature at the configured value.

When required water temperature was obtained, the hot water was circulated

through the heat exchanger at the start of the experiment. In order to visualize

the melt-front, photographs were taken at regular intervals. The front face insu-

lation of the enclosure was periodically removed for this purpose. Temperatures

were logged using thermocouples and DAQ system every second. The solid form
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Table 3.1: Thermophysical properties of Stearic acid [96].

Property Symbol Value

Liquidus temperature Tl 327.1 K
Solidus temperature Ts 337.5 K
Density (solid) ρs 1150 kg/m3

Density (liquid) ρl 1008 kg/m3

Specific heat capacity (solid) cps 2830 J/kg.K
Specific heat capacity (liquid) cpl 2380 J/kg.K
Latent heat capacity hsf 186500 J/kg
Thermal conductivity k 0.18 W/m.K
Dynamic viscosity µ 0.0078 Pa.s
Thermal expansion coefficient β 0.00081 1/K

Figure 3.8: Components of the experimental apparatus.

of the stearic acid is a white powder. The melted PCM was poured into the

enclosure gradually in a layer by layer manner so that each layer height did not

exceed 1 cm. Each layer was allowed to solidify completely and then the next layer

was added until the whole enclosure was filled with the solid PCM. The objective

of this filling procedure was to ensure that no air pocket was formed inside the

solid PCM.

In order to establish a constant initial thermal condition for all the experiments,

cold water at room temperature (20 °C) was circulated through the heat exchangers

attached to the side walls of the enclosure, to provide a uniform temperature in
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the initial solid PCM prior to the start of each experiment. Water circulation was

continued until all thermo-couple readings were uniform within 1 °C.

The experiments were started by circulating the water at required temperature

through the heat exchanger. For visualizing the melt front, the insulation of the

front face of the enclosure was periodically removed and photographs were taken

at time intervals of approximately 10 min.

Temperature distributions at the vertical mid-plane of the enclosure were logged

every second. There were two experimental runs performed in the lab. In the first

experiment HTF temperature was set as Tw = 85◦C and in the second experiment

it was set as Tw = 75◦C. The experiments were conducted till 70% of the PCM

was melted and analyses were performed on the recorded data.

3.3 Uncertainty Analysis

The inherent mistakes that occur during experimental measurements always have

an impact on the reliability of the particular measuring devices, which has an im-

pact on the uncertainties of the experimental results. The propagation of uncer-

tainty in the outcome is influenced by the uncertainties of independent variables,

according to Kline and McClintock’s uncertainty analysis technique [145].

The uncertainty of result U is achieved by suitably combining the uncertainties of

independent variables U(xi) as follows, assuming that the final result is derived

from independent variables x1, x2,..., xn.

M = f(x1, x2, ..., xn)

U(M) =

√√√√ n∑
i=1

(
∂f

∂x
U(xi))2

(3.1)

The independent variables in the experiment were temperature and liquid fraction.

The time is measured at fixed intervals when liquid fraction was evaluated. The
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uncertainties (σ) in these variables are shown in Equation (3.2).

σLf = ±5%

σT = ±0.5◦C
(3.2)

The melt fraction uncertainty is found to be 5% and the total absorbed energy

uncertainty to be 7%.

3.4 Post Processing of Experimental Results

As explained earlier, during the experiments of melting process, snapshots of the

PCM enclosure were taken at regular intervals. Photographs of initial, intermedi-

ate, and final stages of the melting process are shown in Figure 3.9.

3.4.1 Interface Detection and Image Based Liquid Fraction

Estimation of PCM

The snapshot shown in Figure 3.10a illustrates the state of PCM in the enclosure

after 45 minutes in the melting process. The photograph was processed and con-

verted to black and white binary image for evaluating liquid fraction as shown in

Figure 3.10b. The black area indicates the liquid phase of PCM while white area

shows solid phase and metallic fins. The liquid fraction was calculated using the

procedure described in subsequent paragraphs.

As shown in Figure 3.11, the (black and white) image was used to find the total

number of pixels (NPt), number of black pixels (NPb), number of white pixels

(NPw), and number of pixels covered by fins (NPf ) using the image processing

software paint.net 5.0.2 and GIMP 2.10. The image processing included cor-

recting the rotations and skewness of the photograph so that front face of the

LHTES system is clearly visible. The extra objects captured in the image were

removed by cropping and focusing on the face of chamber (see Figure 3.9).
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(a)

(b) (c)

(d)

Figure 3.9: (a) PCM in enclosure, (b) initial and (c) final stages of PCM
melting in LHTES (d) Phases of PCM and fins.

Furthermore, full-color images were converted to gray-scale images and then to

binary images. This enabled evaluation of solid and liquid interfaces and the ratios

of each phase of the PCM. The volume of solid and liquid phases is calculated using
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(a) (b)

Figure 3.10: Melting front at t=45 min (a) digital camera snapshot and (b)
processed black and white image.

the expressions in eq. (3.3) and eq. (3.4).

Liquid phase = PCMl =
NPb

NPt

(3.3)

Solid phase = PCMs =
NPw −NPf

NPt

(3.4)

The process was performed for each recorded time (t) for which snapshots were

taken. The liquid fraction was calculated using Equation 3.5:

γ(t) =
PCMl(t)

PCMs(t) + PCMl(t)
(3.5)

Where NPl and NPpcm are the number of pixels with 0 values representing

liquid phase and the total number of pixels representing PCM (solid + liquid) in

the digital image respectively.

(a) (b) (c) (d)

Figure 3.11: Pixel-shading representing (a) all pixels (b) white pixels (c) fin-
pixels (d) black pixels.
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Table 3.2: X and Y coordinates of thermocouples on the LHTES enclosure
and temperature reading at t=45 min.

Therocouple X (mm) Y (mm) Temperature (◦C)

T1 35 20 57
T2 75 20 46
T3 110 20 33
T4 35 50 69

T5 75 50 68
T6 110 50 41
T7 35 80 77
T8 75 80 71

T9 110 80 52
T10 35 110 71
T11 75 110 62
T12 110 110 49

The results of image processing of liquid front of PCM for four different time steps

are shown in Figure 3.12. These snapshots demonstrate the melting progression

and movement of the melting front.

3.4.2 Temperature Variations in PCM

In order to record instantaneous temperature of PCM during the melting process

12 K-type thermocouples were installed in the central plane of the PCM inside the

enclosure through holes in the back face of the enclosure. The locations of these

thermocouples are shown in Figure 3.13. The corresponding X and Y coordinates

are recorded in Table 3.2.

In order to generate temperature contours at a certain time step, the temperature

readings from these thermocouples were used to perform 2D interpolation and plot

the results to obtain temperature contours. Last column in Table 3.2 lists tem-

perature readings at time t = 45 min. MATLAB R2019b was used to interpolate

intermediate temperatures and obtain contours as shown in Figure 3.14.
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(a) (b)

Figure 3.12: Melting front at different time steps (a) photographs and (b)
digitally processed frames.



Experimental Study and Numerical Formulation 69

Figure 3.13: Thermo-couple locations and numbering.

Figure 3.14: Interpolated temperature contour at t=45 min.

3.4.3 Assessment of Heat Transfer in PCM

The total energy absorbed by the PCM during the melting process is calculated

by the following equation:

Q(t) = Qsensible(t) +Qlatent(t) (3.6)

For a differential volume ∆Vpcm at time t, the above expression can be broken

down into following four elements: Sensible heat gain in the liquid phase by the
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initial solid PCM.

Q1(t) = ρs cps(Tsolidus − T0)∆Vpcml
(3.7)

Sensible heat gain in the liquid phase by the melted PCM.

Q2(t) = ρl cpl(Tml − Tsolidus)∆Vpcml
(3.8)

Sensible heating of the solid phase.

Q3(t) = ρs cps(Tms − T0)∆Vpcms (3.9)

Latent heat during phase change of liquid PCM.

Q4(t) = ρl hsl ∆Vpcml
(3.10)

Total heat:

Q(t) = Q1(t) +Q2(t) +Q3(t) +Q4(t) (3.11)

The heat transfer rate during time interval ∆t is calculated using following ex-

pression:

Q̇(t) =
Q(t+∆t)−Q(t)

∆t
(3.12)

The average heat transfer rater during the melting process is defined as:

¯̇Q(t) =
1

ttotal

∫
Q̇(t) dt (3.13)

Table 3.3 provides the results of the calculated total thermal energy and heat trans-

fer rate at four specific time steps. These values offer insights into the dynamic

behavior of the system’s thermal energy and the rate at which heat is transferred.

By examining the data at different time intervals, it is possible to track changes in

the thermal energy over time and assess the efficiency of the heat transfer process.

These results are valuable for evaluating the performance of the system, optimiz-

ing its design, and ensuring the desired thermal outcomes are achieved within the

specified time frames.
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Table 3.3: Total energy and heat transfer rate at specific times.

Time (min) Qt (kJ) Q̇t (W )

25 471.06 314.05
45 534.79 198.06
65 549.03 140.77
80 591.74 123.27

The initial PCM temperature was 18°C. A modified Stefan number Ste* is defined

as given in eq. (3.14) which accounts sensible heating of both phases of the PCM.

Ste∗ =
(cps(Tm − Ti) + cpl(Tw − Tm)

hsl
(3.14)

The natural convection effect intensity is calculated by Rayleigh number as:

Ra =
gβ(Tw − Tm)

να
(3.15)

For present study Ste andRa were evaluated to be 1.487 and 1.43×109 respectively.

3.4.4 Experimental Results and Discussion

The Figure 3.15 shows the liquid front and temperature contours at four different

times into the melting process. Temperature contours are generated in MATLAB

by linear interpolation of the data obtained from the thermo-couples readings.

The evolution of the solid-liquid interface observed at specific times during melting

of PCM is illustrated in Figure 3.15. The liquid fraction for all measurements was

calculated and is shown as a plot in Figure 3.16. Temperature measurements

within PCM was recorded by thermo-couples. The average temperature of all

thermocouple readings is shown in Figure 3.17.

Thermal behavior of PCM melting in the finned enclosure heated from side walls

is analyzed through the temperature history of the PCM. Figure 3.18 illustrates

temperature histories of the all thermo-couple readings. Both side walls are main-

tained at 85◦C. At the beginning all thermo-couples are submerged in the solid
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(a) (b)

Figure 3.15: (a) Binary images of liquid fraction and (b) temperature contours
at different times.

PCM and heat is transferred through conduction from the heated walls. The tem-

peratures gradually increase until PCM reaches melting point. There are sudden

increases in the temperature indicating that melt front is touching thermo-couples.

After that the temperature increase is gradual again until the end of the process.

The maximum temperature reached during the melting process is 82◦C. The

transient variation of heat transfer rate is shown in Figure 3.19. There is a sharp

decrease in heat transfer rate during the early stage of melting. This is due to

the close contact melting heat transfer [45]. As the thickness of liquid PCM layer
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Figure 3.16: Temporal progress of melting fraction.
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Figure 3.17: Temporal progress of averaged temperature.

increases, heat transfer rate decreases. The final heat transfer rate is 123 W. The

deviation from initial to final heat transfer rate is 86%.

The visual inspection of the PCM during melting process showed that in the early

stages heat conduction is dominant. The melting occurs parallel to the heated walls

during this phase. Natural convection flow develops as liquid layers grows that is
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Figure 3.18: Local temperature variations in the PCM during melting process.
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Figure 3.19: Temporal variations in time-averaged heat transfer rate of the

PCM.

apparent from the wavy shape of the solid-liquid interface in the photographs of

the melt front shown in Figure 3.12. The prototype LHTES unit can be used to

calculate requirements for heating a room. Consider a sample case of heating a

typical room of 10ft× 10ft× 8ft dimensions by 10◦C. Ignoring heat losses from

the room, the expression in Equation (3.16) can be used to calculate the required
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amount of energy.

U = ma cpa ∆t (3.16)

where ma, cpa are mass and heat capacity of air to raise the temperature by ∆T

degrees.

If Q is the thermal capacity of the LHTES then the number of required units

would be:

N = U/Q (3.17)

Based on the room size and energy requirements, mass of PCM, the size and

number of of LHTES can be adjusted.

3.5 Development of a Numerical Model

3.5.1 Computational Domain and PCM Thermo-physical

Properties

The computational domain used in the numerical study is shown in Figure 3.20.

The side walls were isothermal with three fins attached to each side. The adiabatic

model was used for the other two walls as they were well insulated. The width and

height of the domain were Wr = 150 mm and Hr = 120 mm, respectively. The

thickness of the fins was ft = 1.25 mm and length of fins was defined as fl = 40

mm. The PCM in the domain is Stearic acid, and Table 3.1 lists all thermophysical

properties required during numerical simulations.

The base case is the same as described by Shafiq et al. [146]. It is a rectangular

enclosure with three fins connected to each wall. An additional reference model

was designed in this study with 6 fins attached to both side walls to accurately

compare results of this study with a reference having same number of fins. The

length and thickness of the fins were fl = 40mm and ft = 1.25mm, respectively.
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For the improvement of the melting time and energy storage, different rectangular

LTESU designs are proposed. The reference designed is varied by changing the fin

lengths from top to bottom based on different mathematical functions. The length

and thickness of the fins are adjusted so that the PCM volume (VPCM) remains

constant for all these designs. Numerical simulations for the planar 2D geometries

are performed for all the design configurations and comparison of the results are

analyzed with the reference case.

3.5.2 Assumptions and Simplifications

For the purpose of numerical solution, simplifications were made to account for

the complex, unstable, and nonlinear nature of the phase change material (PCM)

Enclosure

PCM cavity

Fins

Isothermal
walls

(a)

(b) (c)

Figure 3.20: Computational domain (a) 3D Model, (b) 2D model dimensions
(c) Boundary conditions.
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melting process. It was assumed that the PCM in its liquid form behaves as a

Newtonian fluid with laminar flow during the melting process. This assumption

allowed for the application of well-established fluid flow equations to model the

PCM’s behavior. Additionally, the PCM was assumed to be homogeneous and

incompressible throughout the system. This assumption simplified the modeling

process by disregarding any spatial variations or compressibility effects within the

PCM. It allowed for the use of simpler mathematical equations and facilitated the

numerical analysis.

Moreover, the thermophysical properties of the PCM were considered to remain

constant over the temperature range examined in this study. While this assump-

tion may not hold true in all cases, it provides a reasonable approximation for

systems where the PCM’s properties do not vary significantly within the tem-

perature range of interest. By assuming constant properties, the numerical model

could avoid the additional complexity associated with accounting for temperature-

dependent variations in properties.

Furthermore, different properties were assigned to the solid and liquid phases of

the PCM. This differentiation was necessary to accurately represent the distinct

thermal and flow characteristics of each phase. The numerical model accounted

for these phase-specific properties to capture the behavior of the PCM during

the melting process accurately. Additionally, a thin layer known as the mushy

zone was considered to act as an interface between the solid and liquid phases of

the PCM. This mushy zone represented the region where both solidification and

melting occurred simultaneously. By describing the mushy zone as a combination

of PCM phases, the numerical model aimed to capture the transitional behavior

of the PCM during the phase change process.

These simplifications and assumptions enabled the development of a numerical

model that could effectively simulate the melting process of the PCM within

the latent heat thermal energy storage device. While these simplifications may

introduce some level of error or deviation from real-world conditions, they allowed
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for a computationally feasible and practical approach to analyzing the system’s

thermal behavior and performance.

The effect of variation in density is approximated by Boussinesq technique that

is represented in the governing equations to model buoyancy source term. The

change in volume of PCM during the course of melting can be neglected in the

Boussinesq approximation and in the governing equations constant mean density

is used. This approximation allows a simplified constant volume approach in 2D

domain. In order to solve the problem an enthalpy porosity numerical methodology

is used. This method has been validated by [147, 148] for the complex Volume of

Fluid approach in 3D domain with variable volume.

3.5.3 Mathematical Model

The governing equations of the flow of liquid PCM are described by the conserva-

tion of mass, conservation of momentum, and conservation of energy as shown in

Equations (3.18), (3.19), and (3.22).

∂ρ

∂t
+

∂(ρu)

∂x
+

∂(ρv)

∂y
= 0 (3.18)

In this equation, u and v are x and y components of velocity. ρ denotes the density

of the PCM and t represents time. The momentum for x and y directions is defined

by the Equation (3.19).

∂(ρu)

∂t
+

∂(ρuu)

∂x
+

∂(ρvu)

∂y
= −∂p

∂x
+

∂

∂x
(µ

∂u

∂x
) +

∂

∂y
(µ

∂u

∂y
) + Au

∂(ρv)

∂t
+

∂(ρuv)

∂x
+

∂(ρvv)

∂y
= −∂p

∂y
+

∂

∂x
(µ

∂v

∂x
) +

∂

∂y
(µ

∂v

∂y
) + Av + ρgβ(T − Tl)

(3.19)
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where p is pressure and dynamic viscosity of PCM is denoted by µ. g represents

gravity and coefficient of thermal expansion is denoted by β. The instantaneous

and liquidus temperature of PCM are represented by T and Tl respectively.

The buoyancy source term ρgβ(T − Tl) is used to incorporate the effect of den-

sity variation due to temperature in the momentum equation through Boussinesq

approximation. The effects of momentum variations by buoyancy are included

by momentum source terms Au and Av. The porosity function A is defined by

Equation (3.20) [149].

A = C
(1− γ)2

γ3 + ϵ
(3.20)

The mushy zone is used to define liquid-solid interface. The damping effect of

velocity in this region is controlled by a mushy zone constant C. The value of

C lies between 104 and 107 [150]. Higher the value of C, more is the velocity

damping. In the current study, C is defined as 105.

This value results in a good match for results obtained in experimental studies and

numerical simulations. In order to avoid division by zero, a small number is added

in the denominator to prevent the source term A becoming infinite at γ = 0. A

typical of ϵ is 0.001. Liquid fraction, γ, is calculated as given below:

γ =


0, T < Ts

(T − Ts)

(Tl − Ts)
, Ts < T < Tl

1, T > Tl

(3.21)

The following equation expresses conservation of energy of PCM:

∂(ρh)

∂t
+

∂(ρuh)

∂x
+

∂(ρvh)

∂y
=

∂

∂x
(k

∂T

∂x
) +

∂

∂y
(k

∂T

∂y
) (3.22)

where thermal conductivity of PCM is denoted by k. Specific enthalpy h for differ-

ent PCM zones (solid, liquid, and mushy) during the melting process is evaluated



Experimental Study and Numerical Formulation 80

as follows:

h =



∫ T

Tref

cpsdT, T < Ts∫ Ts

Tref

cpsdT + γ∆H, Ts < T < Tl∫ Ts

Tref

cpsdT +∆H +

∫ T

Tl

cpldT, T > Tl

(3.23)

As described by Rathod et al. [61], a linear variation can be considered for Cp

between solid phase and liquid phase of stearic acid during the melting process.

3.5.4 Non-Dimensional Numbers

For generic analysis of the PCM melting behavior, non-dimensional numbers are

used. These number are Nusselt Number, Rayleigh Number, Stefan Number, and

Fourier Number as are defined by the expressions in eqs. (3.24) and (3.27) to (3.29).

Nu =
hH

k
(3.24)

h is the heat transfer coefficient averaged over the surface and it is calculated as

h =
Qtotal

Aw(Tw − Tm)∆t
(3.25)

Qtotal is the total thermal energy stored by the PCM in total melting time ∆t.

The total heat transfer surface area Aw is calculated as

Aw = 2(Hr ×Dr) + 2n(fl ×Dr) (3.26)

The length of the fin is defined by lf and count of fins is represented by n. The

enclosure height and depth are denoted by Hr and Dr respectively in the above
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relation.

Ra =
gβ(Tw − Tm)H

3

να
(3.27)

where ν = µ
ρ
is kinematic viscosity and α = k

cpρ
is the coefficient of thermal

diffusivity. In this expression H is the characteristic length of the heated wall.

Ste =
cpl(Tw − Tm)

hsl

(3.28)

where latent heat of fusion is defined by hsl and specific heat is represented by

cpl for the liquid PCM.

Fo =
αt

H2
(3.29)

3.5.5 Numerical Schemes

All of the numerical simulations in this work were performed using ANSYS Fluent

19.0. The problem was modeled as a transient melting in two dimensions. Diffu-

sion terms in the governing equations were discretized using a second order central

differencing technique. The MUSCL scheme, a combination of second-order up-

wind and central differencing techniques, was used to discretize the convective

terms. With this method, problems with significant gradients and discontinuities

provided highly precise numerical solutions. The SIMPLE algorithm was used to

handle the connection of pressure and velocity. The PRESTO scheme was used to

calculate pressure correlations. The discretization of temporal terms used a second

order implicit technique that is unconditionally stable. The convergence criteria

during each time step of the numerical simulation, scaled residuals less than 10−6

are defined for all governing equations.

3.5.6 Initial and Boundary Conditions

PCM’s initial temperature was set to 300K. A constant temperature of 353K

was set up for the side isothermal walls. The other two walls were defined as

adiabatic. The linked wall heat transfer and no slip velocity boundary constraints
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were used to define the interface between the enclosure body and PCM. Conduction

heat transfer was enabled on the enclosure’s walls and fins so that heat can be

transferred from the heated surfaces to the PCM. These conditions are listed in

the Table 3.4.

Table 3.4: Initial and boundary conditions.

Condition Definition

Initial PCM temperature T0 = 300K
Isothermal heated walls temperature Tw = 353K
Top and bottom wall conditions qw = 0
Boundary constraints at PCM - Enclosure interface no slip

3.5.7 Mesh Independence

In order to select an appropriate mesh grid resolution for the studies, a grid con-

vergence study was performed using the base case. The study was performed

with mesh element sizes of 2mm, 1mm, 0.75mm, 0.6mm, 0.55mm, and 0.5mm.

Figures 3.21a to 3.21c show the results of the grid convergence study. The plot

in Figure 3.21a and the error analysis in Figure 3.21c indicate that the grid size

finer than 0.55mm does not improve the solution. The (En)i is used to calculate

instantaneous percentage error using the following relation:

(En)i =

∣∣∣∣(γn+1)i − (γn)i
(γn+1)i

∣∣∣∣× 100 (3.30)

where n is the grid element size, i is time step, and γ represents liquid fraction.

In this expression, n changes from 1 - 6 corresponding to the grid element sizes.

For each grid element size n, the average percentage error En is calculated by:

En =

∑
(En)i

Nstep

(3.31)

where number of time steps are denoted by Nstep. The percentage error vs time

is plotted Figure 3.21b. It can be seen in the plot that as grid element size is

decreased, the percentage error also decreases. Figure 3.21c shows the average
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percentage error for different grid element sizes. The same behavior is observed in

this plot as well. It can be seen that as grid element size is decreased, the average

percentage error is reduced as well.
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Figure 3.21: Validation of numerical results (a)-(c) mesh independence (d)-(f)
time step independence.

3.5.8 Time-step Independence

A similar study was performed to find an appropriate time-step so that the simula-

tions results are independent of the time-step size. For this, five different time-step

sizes 1s, 0.5s, 0.25s, 0.125s, and 0.0625s were chosen. The results of the study are

shown in Figures 3.21d and 3.21e. 0.125s was selected as the optimal time-step.

Any further decrease in step size, did not improve the results, but required ad-

ditional computational cost. Equations (3.30) and (3.31) were used to calculate

errors in the time-step study similar to the grid convergence study. It can be seen

in the plots that both the running percentage error and the average percentage

error approach to zero for time-step size of 0.125s or smaller.
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3.5.9 Validation of Numerical Methodology

The numerical solution strategy and mathematical formulation are validated against

the results of the experimental study described previously and also from literature.

The subsequent sections provides detailed analysis and comparison of numerical

and experimental results Figure 3.22 shows comparison of liquid front progression

in numerical and experimental studies. It can be seen in the figure that liquid

fronts mostly match in numerical and experimental cases. At later time, after

t = 60min, it is observed that the top part of PCM takes longer to melt in the

numerical study compared to the experimental results. Figure 3.23 shows time his-

tory of temperature and liquid fraction for these studies. The liquid fraction and

temperature numerical results are within 10% and 2% respectively of the results

obtained experimentally.
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Figure 3.23: Experimental and numerical results (a) liquid fraction (b) tem-
perature.

3.5.10 Comparison of the Results from Current Numerical

Methodology and Literature

The experimental study of Kamkari et al. [136] was also used to validate the

numerical methodology. A numerical model identical to as described in their

experiments was set up and solved numerically. They used Lauric acid as PCM.

The initial and boundary conditions were setup and corresponding thermo-physical
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(a) (b)

Figure 3.22: Comparison of (a) experimental and (b) numerical melting fronts
of the PCM.
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properties were defined as in the experimental setup. Temperature of the right

wall was set as 343K, and all other walls were kept adiabatic. The same values

for mesh element size and time-step size were used for the numerical simulation.
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Figure 3.24: Contours of numerical and experimental [136] results.
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Figure 3.25: Melt fraction and temperature comparison of numerical and
experimental [136] results.
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Numerical and experimental results are compared by visualization of the melt

fraction at different times as shown in Figure 3.24. It can be seen in the figure

experimental results and present numerical results match well. The melting front

is captured with adequate accuracy and our numerical solution is justified.

The liquid fraction and temperature are plotted with respect to time for the exper-

iments and the numerical solution and are shown in Figures 3.25a and 3.25b. The

performance of the numerical methodology can be analyzed with the help of these

plots. It can be seen that the plots agree very closely with the experimental data.

There was 2% and 5% average error for liquid fraction and average temperature

respectively. The maximum error was below 10% for both cases.

3.6 Conclusion

The experimental investigation was conducted in order to study the melting pro-

cess and thermal behavior of a rectangular LHTES device heated from both side

walls. During the experiment, liquid melting front was recorded by taking pho-

tographs of the melting process at specified time intervals.

Thermocouples were used to record transient temperature measurements. These

photographs were later processed to evaluate the liquid fraction and heat transfer

rates were evaluated from the temperature measurements. Based on the study

following observations were made:

1. During the melting process of the PCM, a visual inspection revealed that

heat conduction initially dominates. The melting occurs parallel to the

heated walls, indicating the influence of heat transfer through conduction.

However, as the process progresses, natural convection begins to develop.

This is evident from the wavy shape observed in the photographs of the

solid-liquid interface at the melt front, indicating the formation of liquid

layers and the onset of convective flow.
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2. The transient history of the liquid fraction progress demonstrated the pres-

ence of three distinct melting regions: fast, moderate, and slow melting. The

average melting rates for these regions were determined to be 27.8 g/min,

25.5 g/min, and 18 g/min, respectively. This observation highlights the

varying rates at which different portions of the PCM transition from solid

to liquid, indicating the importance of considering the temporal behavior of

the melting process.

3. A notable observation was the close agreement between the numerical sim-

ulations and experimental results regarding the advancement of the liquid

front. This alignment suggests that the numerical model accurately captures

the melting behavior of the PCM, validating its capability to simulate and

predict the progression of the liquid phase front.

These findings provide valuable insights into the melting behavior of the PCM,

emphasizing the significance of heat conduction, natural convection, and tem-

poral variations in the melting process. The agreement between the numerical

and experimental results further enhances the confidence in the simulation model,

demonstrating its utility for studying and analyzing the melting characteristics of

the PCM system.



Chapter 4

Investigation of Orientation,

Shape and Length of Fins

4.1 Introduction

In this section, the simulation results of various fin designs and configurations

installed on the isothermal side walls of the rectangular Latent Heat Thermal

Energy Storage (LHTES) device are presented. The objective of these simulations

is to enhance the thermal performance of the system. Several performance indi-

cators are defined and analyzed to assess the effectiveness of the studied designs,

with melting time and energy storage being the key indicators under consider-

ation. All simulation results are compared against the reference case, which is

depicted in Figure 3.20. By comparing the performance of different configurations

to the reference case, the relative improvements or shortcomings can be identi-

fied. The best-performing configuration among the studied designs is then further

analyzed to investigate the effects of wall temperature variation on the melting

performance. This analysis aims to understand how changes in wall temperature

impact the thermal behavior and efficiency of the system.

Moreover, correlations are proposed to predict the non-dimensional melting time

and average Nusselt number for different wall temperatures. These correlations

89
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provide a simplified way to estimate the melting time and heat transfer characteris-

tics based on the wall temperature, allowing for quick assessments and preliminary

design considerations.

Additionally, the coupling effect of various parameters is considered in Chapter 6,

where parameter optimization is carried out. This optimization process explores

the interactions between different design parameters and seeks to identify the op-

timal combination that maximizes the thermal performance and energy storage

capacity of the LHTES device. By presenting these simulation results, analyz-

ing the best-performing configuration, and proposing correlations, this study con-

tributes to a deeper understanding of the thermal behavior and performance of the

LHTES device. The findings offer valuable insights for the design and optimiza-

tion of similar systems, facilitating their practical implementation and enhancing

their overall efficiency.

4.2 Design Configurations

To enhance the melting and thermal energy storage performances of the reference

case, several designs of the rectangular LHTES were investigated by varying

parameters comprising of orientation, shape, and length of fin. These parameters

were so adjusted that the Phase Change Material (PCM) volume (VPCM) remained

constant for all of the designs. Three groups of designs were studied to analyze

the effect of the defined parameters on the thermal performance of LHTES unit.

The designs in which the number of fins, fin length, and fin thickness are same as

that of the reference case, but the angular orientation was varied were grouped in

“A” configuration as shown in Figure 4.1a. “S” configuration comprised of designs

which contained straight fins and a combination of straight and angled sections

as shown in Figure 4.1b. In the third “L” configuration, the designs were having

different fin lengths. The Phase Change Material (PCM) volume was managed to

be constant by adjusting the thickness and number of fins as shown in Figure 4.2.

The geometric details and topology of the fins for all the design cases are listed
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Figure 4.1: Computational domain (a) Angle, and (b) Shape configurations.

in Table 4.1. Numerical simulations were performed for the 2D planar geometries

of all the designs discussed above and results were compared with that of the

reference case results.

For the sake of completeness, a zero-fin case was also simulated and the results

were compared with the reference case to observe the favorable effects of fins

on the thermal performance of the LHTES device. The contour plots of liquid

fraction and temperature are presented for both the cases in Figure 4.3 at five

different time instances during the melting process. The impact of fins on the

melting process can clearly be seen in these frames depicting faster melting of

the PCM for the finned reference case. Initially, the heat is conducted from
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Figure 4.2: Computational domain for fin-length configurations.

the isothermal walls to the solid PCM to melt it. The layer of melted PCM

then rises due to density gradient based buoyancy driven currents. As a result,

the convection currents sweeps the melted PCM alongside the walls and heated

surfaces towards the upper portion of the LHTES device and enhance the melting

rate of the PCM. This can be seen in the liquid fraction contour plots at t = 20

min for both the cases. The reference case shows several localized melting zones

and the corresponding convection currents generated from the hot fin surfaces.

These convection currents agitate the flow and enhance the melting process.

Additionally, this also mixes the PCM and results uniform temperatures. This

can be observed from the temperature contour plots of the reference case at t =

20min where the temperatures on the upper side of the fins are lower but uniform,

however, the lower side regions of the fins are at high temperature. As the time
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Table 4.1: Topology and geometric properties of fins.

Case Fin Length Thickness Area Topology
(mm) (mm) (mm2)

Case A1 1, 2 50 2 200 45◦ up
3, 4 50 2 200 horizontal
5, 6 50 2 200 45◦ down

Case A2 1-6 50 2 600 45◦ down
Case A3 1-6 50 2 600 45◦ up

Case S1 1, 3 55 + 40 1.58 380 horizontal + 45◦ up
2, 4 55 + 40 1.58 380 horizontal + 45◦ down

Case S2 1, 2 40 + 38 1.46 312 horizontal + 45◦ up
3, 4 50 1.46 200 horizontal
5, 6 40 + 38 1.46 312 horizontal + 45◦ down

Case L1 1-12 50 1 1200 horizontal
Case L2 1-4 120 1.25 960 horizontal
Case L3 1-8 115.4 0.6 1846 horizontal
Case L4 1-12 60 0.83 1440 horizontal
Case L5 1-6 50 1 600 horizontal

7-12 70 0.72 840 horizontal

progresses, the thickness of the liquid layer increases and eventually the liquid

layers from both sides merges and forms a cloud of liquid PCM on top of the solid

as visible at t = 40 min.

As the liquid PCM layer grows, the convection currents are still continuously

generated but these die out without significant contribution towards the melting

enhancement resulting in the slower melting progress. This can be observed for

the zero-fin case between the times 40 min to 80 min. The reference case, on the

other hand, quickly melts a major chunk of the PCM due to the fins embedded

into it; once all PCM around the fins is melted the melting progresses slower.

Zero-fin case still holds large quantity of solid PCM at t = 80min, whereas finned

reference case almost melts whole body of PCM at that time.

The corresponding temperature contours also suggest that the reference case has

stored considerable amount of energy at that time as compared to zero-fin case

which is still at low temperature. The melting phenomena and the corresponding

thermal characteristics were further analyzed by plotting the temporal variation
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Figure 4.3: Contour plots of liquid fraction and temperature for 0-fin and
reference designs at five different time instances.

of the liquid fraction, temperature, and energy storage as shown in Figure 4.4a

to 4.4c. The zero-fin case maintains an almost constant slope till t = 100 min

which is followed by a very smooth decreasing trend. The reference case melts

quite faster initially as compared to the zero-fin case melting 70% of the PCM in

initial 37 minutes. This is then followed by a gradually decreasing trend which is

due to the fact that all PCM around the hot surfaces is melted.

The time to completely melt the PCM for zero-fin and the reference case is 205
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and 115 minutes, respectively. This represents 44% improvement in the melting

time for the reference case over the zero-fin case. The temperature plots follow a

similar trend as that of the liquid fraction.

It can be seen that the rise in temperature is faster in case of the reference case

compared to the zero-fin case. After 37 minutes into the melting process which

corresponds to 70% melting of the reference case, the average PCM temperatures

are 335K and 316K for reference case and zero-fin case, respectively. At complete

melting time t = 115 min for reference case, the average PCM temperature for

zero-fin case is only 340K, whereas, it is 351 K for the reference case. The energy

storage curves exactly follow the trends of the liquid fraction.

The maximum energy storage capacity of LHTES considered in this case is 330

kJ/kg which corresponds to the complete melting of the PCM. The storage rate

is, however, quite different and is dictated by the melting rate. At t = 115min

which corresponds to the complete melting of the reference case, the energy stored

for the zero-fin and the reference case is 250kJ/kg and 330kJ/kg, respectively.

4.3 Analysis of Configuration Cases A1, A2, and

A3

Three designs of LHTES are simulated using different angular orientations of the

fins by keeping their lengths and thicknesses constant. These angular arrangements

significantly effect the thermal performance characteristics of the LHTES due to

different depths of penetrations of the fins into the PCM and their roles in creating

convection currents. Contour plots of liquid fraction and temperature for all three

configurations are presented at different time instances in Figures 4.5 and 4.6,

respectively.

During the initial times, i.e., till t = 10 min, the PCM around the heat transfer

surfaces gets melted at the same rate for all three configurations due to conduction

dominated heat transfer as shown in Figure 4.7a. This is then followed by the
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Figure 4.4: Comparison of (a) liquid fraction (b) temperature and (c) thermal
energy for zero fin and reference configurations.

creation of buoyancy driven convective currents in the molten PCM as shown by

the contour plots of liquid fraction at t = 20 min.

The upward oriented fins for the A3 design supports these convective currents and

results in a faster melting. In contrast, the downward oriented fins of A2 design

oppose these currents and causes slower melting as well as generation of higher

temperature zones underneath the fins as shown in the temperature contour plots.

Design A1 is a mix of upwards, downward and horizontally oriented fins. The

horizontal fins present an advantage for this design because it penetrates more

into the PCM and transfers heat deep into the solid PCM.

At t = 40 min, A1 design is maintaining the faster melting trend by utilizing

the convection currents, whereas, A2 and A3 designs have lost the melting pace

because the convective currents are no more helpful to melt the a large mass of

PCM lying away from the convection zones. For t = 60− 100min, the rest of the



Investigation of Orientation, Shape and Length of Fins 97

Figure 4.5: Liquid fraction contour plots for “A” configuration.
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Figure 4.6: Temperature contour plots for “A” configuration.
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solid PCM continues to melt slowly mostly through conduction heat transfer for

all the three cases. Temperature contour plots indicates localized high temperature

zones where the liquid PCM gets trapped initially and continuously gets heated.

These zones then continuously build up and fill the whole region containing the

melted PCM. To quantify the melting trends and thermal behaviors relative to the

reference case, line plots for the temporal variation of liquid fraction, temperature,

and energy storage are presented in Figure 4.7a to 4.7c for all three cases along

with the reference case.

It can be observed from the liquid fraction plots that nearly 20% of the PCM

gets melted for all the cases in the initial 10 minutes. Design A3 maintains the

faster melting pace due to the favorable slope of the fins till t = 20min, but

afterwards, it slows down and eventually approach the trend of the A2 design.

Design A1, although, performing moderate during the initial 30 minutes, ends

up best with the minimum melting time among the three designs. All the three

designs, however, prove to be inferior to the reference case. Design A1 took 16%

more time to complete the melting cycle as compared to the reference case. The

average PCM temperature trends, shown in Figure 4.7b, also demonstrate that

the temperature rise for all designs of A configuration is slower than that of the

reference case.

The temperature profile for all cases almost matches with the reference case till

t = 20min. The design A2 shows a sudden decline in the temperature profile and

remain almost linear till t = 90min. The A1 and A3 designs continue with the

same rate till t = 50min. Afterwards, design A3 illustrates decline in the average

temperature values and approaches with the rate of A2 design at 110 minute.

The energy storage trends, shown in Figure 4.7c, also follow the melting path:

more the melting time more time a design takes to store the maximum amount

of energy. The energy storage rate in cases A1 and A3 proceed at a similar rate

till t = 40min. The rate for A3 starts to decline while energy storage rate in A1

continues at the same rate till t = 60min and then starts to gradually slow down
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Figure 4.7: Comparison of (a) liquid fraction, (b) temperature and (c) thermal
energy for A1, A2, and A3 configurations.

after that. The energy rate for all A cases is slower than reference case as can be

seen in the Figure 4.7c.

4.4 Analysis of Configuration Cases S1 and S2

S configuration deals with the shape modifications of the fins in LHTES and

include two variants named as S1 and S2. The dimensional details of these designs

are shown in Figure 4.1b. Numerical simulations are performed and results are

presented in the form of contour plots of liquid fraction and temperature as shown

in Figure 4.8. Furthermore, to quantitatively analyze these results against the

reference case, the time history of the liquid fraction, temperature, and energy

storage is presented in Figures 4.9a to 4.9c for both the designs along with the

results of reference case. The trends of liquid fraction, shown in Figure 4.9a,
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Figure 4.8: Contour plots of liquid fraction and temperature for S1 and S2
configurations at five different time instances.

indicate that the design S1 performs better compared to S2 reporting higher liquid

fraction values from the start of the melting till complete melting. This is due to

the fact that the S1 design configuration creates more convection current due to
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buoyancy effects which reinforce each other and results in faster melting rates.

The S2 design configuration of fins poses a disadvantage as indicated by a decrease

in the melting rate shown in Figure 4.9a because the solid body of PCM lying

vertically at the center of the LHTES is away from the fins and melts slowly. Also,

the central region of this configuration acts to suppress the convective currents and

slows down the melting. In contrast, the design S1 has fewer but longer fins and

their bent ends are parallel to each other handling the middle vertical portion of

the LHTES effectively. The melting is faster compared to S2. After 30 minutes,
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Figure 4.9: Comparison of (a) liquid fraction (b) temperature and (c) thermal
energy for S1 and S2 configurations.

melting rate in S1 design further increases and difference in melting rate of S1

and S2 increases till 80 minutes into melting. Furthermore, the temperature of

the melted portion continuously rise as time progresses, ultimately approaching

the temperature of the Heat Transfer Fluid (HTF) where it has stored maximum



Investigation of Orientation, Shape and Length of Fins 103

possible energy. The profiles of average PCM temperature are presented in Figure

4.9b.

During the initial 18 minutes into melting process the rise in temperature is almost

same and matches closely with the rate of reference case. This corresponds to con-

duction dominant heat transfer and the average temperature in LHTES reaches

about 318K at this time. The average temperature decreases for S2 as compared

to S1 and maintains the decreasing trend. At t = 94min which corresponds to

complete melting of S1, the average PCM temperature for S1 approaches 351K.

At the same instant of time the temperature for design S2 is 348K. The energy

storage rates follow the trends of the melting rates as obvious.

The trends in Figure 4.9c indicate that S1 design performs better than the reference

case, whereas, S2 design proves inferior to the reference case. The melting rate for

both S1 and S2 is slower compared to the reference case in the beginning of the

melting till t = 60 min. After that point in time S1 configuration achieves faster

melting rate than the reference case and remains high till the end of melting. The

melting rate of S2 remains lower than the reference case for the complete melting

process. The trends in the figure show that the total melting is accelerated by 18%

for design S1. Design S2 took 29% more time to complete melting cycle compared

to the reference case.

4.5 Analysis of Configuration Cases L1, L2, L3,

L4, and L5

A set of five designs, named as L1, L2, L3, L4, and L5, is proposed by varying the

lengths, thicknesses and arrangement of fins in the LHTES as shown in Figure

4.2. The surface area of the fins exposed to the PCM changes as the lengths and

thicknesses of fins are changed and ultimately affect the thermal performance of

the unit. For a unit meter depth of the LHTES, the surface areas for L1, L2,
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L3, L4, and L5 designs are 1.2 m2/m, 0.96 m2/m, 2.0 m2/m, 1.44 m2/m and 1.44

m2/m, respectively.

Contour plots of liquid fraction and temperature are presented in Figure 4.10

and 4.11, respectively, for all the designs at five different time instances during

the melting life cycle. Furthermore, transient variation of the liquid fraction,

temperature, and energy storage for all five designs along with the reference case

is illustrated in Figure 4.12a to 4.12c in the form of line plots for the quantitative

comparative analysis.

Figure 4.10: Contour plots of liquid fraction of “L” configurations at five
different time instances.
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Figure 4.11: Contour plots of temperature of “L” configurations at five dif-
ferent time instances.

Trends of liquid fraction for all the designs, shown in Figure 4.12a, indicate a

significant change in the slope which manifests a decrease in the melting rate

due to switching from the convection to the conduction dominated heat transfer.

L5 is the best performing design although the surface area is not the maximum.

This is because of the intelligent arrangement of the fins in the LHTES and the

generation of strong convection currents by the lower six longer fins which melt

the whole PCM on the upfront.
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L4 design has same heat transfer surface area as that of L5 but it finished up

second, taking a bit more time than L5 design. The is attributed to the intelligent

arrangement of the fins in L5 case. It can be concluded that in addition to the

heating area exposed to PCM, the fin topology also impact the performance.

L3 design has the largest heat transfer surface area and longer fins, however, the

melting pace is slower initially because it takes more time to conduct heat to the

farther end of the fins as shown by the melting and temperature contour plots at

t = 20 min. The melting rate gains the momentum as the currents approach the

respective upper heated fins at t = 40 min.

L1 design has a large number of small-sized fins which uniformly transfers heat

to the PCM and quickly melts it thereby creating convective currents which

eventually melts all the PCM around the fins as shown by the contour plots at t

= 20 min. However, there is significant area at the center of the LHTES which

is unattended and the PCM melts slowly due to conduction through t = 30 - 60

min interval. This design stands fourth on the performance ranking.

Design L2 is the last in the list taking maximum time to melt the PCM among the

five proposed designs. Two main reasons are: the smallest heat transfer surface

area and fewer but longer fins. It is interesting to note that this design, though

marginally, still performs better than the reference case like the other four designs.

Temperature contour plots illustrate significantly low temperatures for L2 design

as compared to other design at t = 40 min.

The transient temperature plots, shown in Figure 4.12b, demonstrate similar

trends of all the five cases. Except for case L2, the average PCM temperature

values are greater than that of the reference case for all other cases and remain

higher throughout the melting cycle. At t = 35 minute which corresponds to 80%

melting of the best performing case L5, the average temperatures for L2 and L3

designs are 333K and 335K, respectively. For all other L designs the average PCM

temperature is 339 K at that time.

The average temperature increase rate is faster during the sensible heat transfer

phase while it is relatively slower during latent heat transfer phase. The energy
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Figure 4.12: Comparison of (a) liquid fraction, (b) temperature and (c) ther-
mal energy for L configurations.

storage plots, shown in Figure 4.12c, follow the trends of the liquid fraction both

of which are guided by the temperature values. Quantitatively, L1, L2, L3, L4,

and L5 designs accelerated the melting due to better heat transfer performance

saving 20%, 5%, 26%, 36%, and 39% time, respectively, compared to the reference

case for complete melting of the PCM.

4.6 Flow Characteristics and Interface Velocity

The melting process was further examined by investigating the flow characteristics

of the PCM during the phase change. In addition to analyzing the liquid fraction

and temperature contours, the average velocity of the vortices generated during

natural convection was studied. As the melting progressed, the melted PCM rose

to the top of the system due to convection. The solid PCM adjacent to the heat



Investigation of Orientation, Shape and Length of Fins 108

source received heat and generated additional vortices, which combined with the

previously developed vortices, thereby enhancing the natural convection and heat

transfer rate within the system.

The state of velocities in different fin configurations at various time steps is de-

picted in Figures 4.13, 4.14, and 4.15. These figures provide a visual representation

of the velocity distribution within the PCM as it undergoes the melting process.

The average velocity of the liquid PCM gradually increased and reached a maxi-

mum as the natural convection became stronger. During the later stages of melt-

ing, as the liquid fraction increased, the convection weakened, resulting in decrease

in the average PCM velocity.

To quantify the maximum average interface velocity at different time steps, these

values were recorded and compiled in Table 4.2. This table provides a comprehen-

sive overview of the velocity characteristics during various stages of the melting

process.

Table 4.2: Streamline average velocities for A,S, and L configurations.

Time Average streamline velocity
(min) (mm/s)

A1 A2 A3 S1 S2 0-fin Ref

20 2.60 1.75 0.45 2.80 2.30 3.48 2.20
40 3.20 3.25 3.60 3.40 3.80 3.56 4.63
60 2.10 2.84 2.30 1.40 2.00 3.23 1.76
70 1.30 2.12 2.07 1.30 1.20 2.82 1.38

By analyzing the flow characteristics, velocity profiles, and convection patterns

within the PCM, this study offers insights into the dynamic behavior of the system

during the melting process. These findings contribute to a better understanding of

the heat transfer mechanisms and can aid in the optimization of fin configurations

and overall system design for improved thermal performance.
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(a) (b)

Figure 4.13: Velocity contour plots for (a) 0-fin and (b) reference configura-
tions.

4.7 Comparative Performance Analysis of Dif-

ferent Design Configurations

Various performance indicators are defined for the overall and transient thermal

performance analysis of different LHTES designs. These are the percentage time

saving, melting and energy enhancement ratios and the energy transfer rates.
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(a) (b) (c)

Figure 4.14: Velocity contour plots for (a) A1, (b) A2, and (c) A3 configura-
tions.

These performance indicators are based on the melting time and energy storage

rates discussed in detail in the previous sections for different design configurations.

4.7.1 Melting Time and Time Saving

Numerical results obtained for the complete melting time of PCM for different fin

designs are compared and analyzed in this section. A parameter relevant to the

melting time is the time saving which quantifies how fast a particular fin design

melts the PCM compared to the reference case. The lower the melting time, more

is the time saving and better is the thermal performance of LHTES. The time

saving is defined as shown in (4.1).
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(a) (b)

Figure 4.15: Velocity contour plots for S configurations.

tsk =
τ0 − τk

τ0
∗ 100 (4.1)

where tsk is the time saving for case k and τ0 and τk are the complete melting times

of the reference case and case k, respectively. Melting times and time savings for

all designs of LHTES units discussed so far are presented Figure 4.16 and listed

in Table 4.3.

It can be observed that the no fin case takes maximum time of 205 minutes for
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Figure 4.16: (a) Total melting time and (a) Melting enhancement ratio.

complete melting, whereas, the reference case takes 115 minutes. All variants

of “A” configuration take more time to melt than the reference case, hence, got

negative values of time saving.

The evaluation of different designs, including ”S” and ”L” configurations, showed

that most designs outperformed the reference case in terms of melting time, except

for the S2 design. Among all the designs, L5 emerged as the best overall, taking

70 minutes to completely melt the PCM and resulting in a significant time-saving

value of 39%. These findings highlight the impact of design modifications on the

efficiency of the melting process. The successful performance of the L5 design

underscores the importance of selecting an appropriate configuration for optimiz-

ing melting, offering potential benefits such as increased productivity and energy

savings. The comparative analysis of different designs provides valuable insights

into design considerations and can guide the development of more efficient thermal

energy storage systems.

4.7.2 Performance Enhancement Ratios

Melting and energy enhancement ratios are defined to monitor the transient varia-

tion of the melting and energy storage characteristics of the proposed designs with

respect to the reference case. These ratios are mathematically expressed as shown
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Table 4.3: Melting times and improvement ratios for various fin designs.

Configuration Fin surface area Melting time Enhancement ratio
(mm2) (min)

Zero-Fin 600 205.00 -
Reference 600 115.00 -

Case A1 600 133.54 -16.1%
Case A2 600 146.87 -27.7%
Case A3 600 152.08 -32.2%

Case S1 760 93.75 18.5%
Case S2 824 148.75 -29.3%

Case L1 1200 91.67 20.3%
Case L2 960 109.00 5.2%
Case L3 1846 85.63 25.5%
Case L4 1440 73.33 36.2%
Case L5 1440 69.58 39.5%

in Equations (4.2) and (4.3).

Emr(t) =
γk(t)

γ0(t)
(4.2)

Eer(t) =
ζk(t)

ζ0(t)
(4.3)

where Emr(t) and Eer(t) are the melting and energy enhancement ratios at any

time t, respectively. γ represents the liquid fraction while ζ denotes the energy

storage in kJ. The subscripts 0 and k define the reference case and case k, respec-

tively. Figures 4.17a to 4.17c illustrate the melting enhancement ratio plots for all

three configurations while energy enhancement ratios are plotted in Figure 4.18a

to 4.18c over the complete melting time.

Melting enhancement ratio plots for configuration A reveal that all the variants

perform inferior to the reference case throughout the melting life cycle except

for the design A3 which shows Emr(t) > 1.0 for the initial 20 minutes. This is

attributed to the upward sloped fins of design A3 which supports the convection
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currents and quickly melts the PCM in the beginning. Later on, the PCM settling

below the fins melt slowly powered by conduction as explained earlier.

For S configuration, the melting rates of both the variants are slower than the

reference case as indicated by the Emr(t) < 1.0 values despite having more heat

transfer surface area than reference case. The reason being the longer fins taking

more time to heat up throughout. S1 design starts performing better than the

reference case after t = 60 minutes. This is because the heat is now conducted

to the end of the fins and the convective currents generated add up and reinforce

each other to accelerate the melting.

Among the L configuration designs, L1, L4, and L5 perform better than the refer-

ence case. L2 design, however, performs comparable to the reference case for t ≥

50 min. L3 design shows improved performance at t = 40 min and remains better

than reference case till complete melting.

Heat transfer surface areas are significantly larger for L configuration than the

reference case which enhance melting. The peak of Emr(t) curve attains as high

as 1.38 for L1 design at t = 10 min then drops below other curves except that of

L2.
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Figure 4.17: Melting enhancement ratio Emr for (a) A, (b) S, and (c) L
Configurations

Energy enhancement ratios, plotted in Figure 4.18a to 4.18c, are dependent on

the transient energy storage characteristics of the proposed designs with respect

to the reference case. The energy storage can be sensible or latent depending on

whether the PCM melts or not. The melting of PCM is governed by the thermal

characteristics of the LHTES, i.e., heat transfer surface area, arrangement of
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Figure 4.18: Energy enhancement ratio Eer for (a) A, (b) S, and (c) L Con-
figurations.

fins, etc. Hence it can be concluded that the energy enhancement ratio trends

will qualitatively be governed by the melting enhancement ratio. All designs of A

configuration have Eer(t) < 1.0 throughout the melting cycle except one spike with

a value greater than 1 for A3 design. S1 design of S configuration has Eer(t) > 1.0

after t = 65 minutes whereas S2 design performs inferior to the reference case on

the scale of energy enhancement ratio. L1, L4 and L5 designs of L configuration

have Eer(t) > 1.0 throughout the melting time.

4.7.3 Heat Transfer Rate

The melting progression and the corresponding energy storage rate of any LHTES

design is governed by the heat transfer rate. Higher the heat transfer rate, quicker

is the energy stored in the LHTES. Therefore, it is a fundamental parameter to

be considered while designing a LHTES for heat transfer enhancement. Mathe-

matically, it is expressed as

Q̇(t) =
Q(t+∆t)−Q(t)

∆t
(4.4)

where Q̇(t) is the heat transfer rate at time t while Q(t) and Q(t+∆t) represent

the energy stored in the LHTES at time t and t+∆t, respectively. Figure 4.19a

to 4.19c illustrates the heat transfer rates for all the proposed design configurations

plotted over the complete melting time along with the reference case. It can be
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Figure 4.19: Heat transfer rate Q̇, for A, S, and L.

observed that during the initial stages of the melting process the temperature

difference between the hot surfaces and the PCM is high resulting in high heat

transfer rates.

As the melting progresses, the thickness of the melted liquid layer increases around

the heated surfaces decreasing the temperature gradient between the heated wall

and PCM causing a reduction in the heat transfer rates. For A configuration,

the heat transfer rates of all the designs are lesser than the reference case during

the initial 40 minutes interval which resulted in comparatively slower melting and

energy storage rates as discussed previously.

Heat transfer rates of the S1 and S2 designs are less than the reference case for

the initial 30 minutes but it then outperforms the reference case for the next 50

minutes. All designs of L configuration have higher heat transfer rates compared

to the reference case during the initial 20 minutes into the melting process except

for the L2 design. All these trends are truly reflected in the melting and the

energy storage trend of the respective designs. To quantitatively compare the

heat transfer rates of different designs over the complete melting time, average

heat transfer rate is defined as

Q̇ =
Qtotal

tm
(4.5)

Where Qtotal is the energy stored by the PCM when completely melted and tm is

the time taken to completely melt the PCM. The average energy storage rate for
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all cases are shown in Figure 4.20. The average energy storage rate of the reference

case is 47.8 W.
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Figure 4.20: Energy storage rate for all cases.

All design variants of A configuration have Q̇ values less than that of the reference

case, whereas, the S and L configuration designs show higher average heat transfer

rate values than the reference case except for the S2 design. L5 design is the best

among all designs on the basis of Q̇ achieving a value of 208 W with L4 being the

next in the list at 197 W. The results are presented in Table 4.4.

Table 4.4: Average energy storage rate.

Configuration Melting time (min) Storage rate (W)

Zero 205 26.8
Reference 115 47.8
Case A1 133.54 41.2
Case A2 146.87 37.4
Case A3 152.08 26.1
Case S1 93.75 57.3
Case S2 148.75 36.8
Case L1 91.67 60
Case L2 109 50.4
Case L3 85.63 64.1
Case L4 73.33 75
Case L5 69.58 79

Based on the analysis of all the performance indicators discussed, it can be con-

cluded that the L5 design is the best performing among all designs.
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4.8 Effect of Wall Temperature

The optimum design L5 is further studied by varying the isothermal wall temper-

ature to analyze its impact on the thermal performance of the heat storage device.

Five different cases are simulated with wall temperatures of 343 K, 348 K, 353 K,

358 K, and 363 K and the results are compared with the reference case results

at 353 K. The reference case melts completely in 115 minutes. Table 4.5 presents

the complete melting time and the percentage time saving results for all the cases.

The melting time decreases as the isothermal wall temperature is increased. The

higher wall temperature results larger temperature gradients resulting in the faster

heat transfer and consequently smaller melting time.

For Tw = 343 K, the complete melting time is 128.54 min which is greater than the

reference case value, hence, resulting in negative time saving. The rest of the cases

melt faster than the reference case resulting in positive values of time saving. The

plots of melting and energy enhancement ratios are presented in Figure 4.21a and

4.21b. For a wall temperature of 343 K, both Emr and Eer values are less than 1.0

throughout the melting process, whereas, for 348 K these values are comparable to

reference case values. All other cases have enhancement ratio values greater than

1.0. The instantaneous heat transfer rate is illustrated in Figure 4.21c. A linear

increasing trend is observed for the total average energy storage rate because of

an increase in the sensible energy storage content. This increasing average energy

storage trend is justified by an increase in the heat transfer rates for higher wall

temperature cases.

Table 4.5: Effects of varying wall temperature on melting time, time saving
and average energy storage rate for design L5.

Temperature
(K)

Melting
time (min)

Time saving
(%)

Storage rate
(W)

343 129 -11.8 39.8
348 83.3 27.5 63.64
353 69.6 39.5 79
358 55.8 51.5 100.97
363 48.3 58 120.66
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Figure 4.21: Effects of varying wall temperature on the temporal variation of
the (a) melting enhancement ratio (b) energy enhancement ratio and (c) heat

transfer rate for design L5 in comparison with the reference case results.

The numerical results of the melting time and mean convective heat transfer co-

efficients for different wall temperatures are provided in Table 4.6 in the form

of non-dimensional numbers. These non-dimensional numbers offer a normalized

representation of the results, enabling comparisons and generalizations across dif-

ferent conditions. The mean convective heat transfer coefficient is expressed in

terms of the non-dimensional Nusselt number, denoted as Nu.

The wall temperature is represented by the Rayleigh number, denoted as Ra, and

the Stefan number, denoted as Ste. These non-dimensional numbers allow for a

standardized assessment of the convective heat transfer characteristics, facilitating

comparisons between different configurations and wall temperature variations.

The non-dimensional melting time of the PCM is represented by the melting

Fourier number, denoted as Fo. This non-dimensional number quantifies the rate

of melting in relation to the thermal properties and geometry of the system. By

using the melting Fourier number, the melting time can be analyzed and com-

pared across different designs and operating conditions . The definitions of these

non-dimensional numbers, namely the Nusselt number, Rayleigh number, Stefan

number, and melting Fourier number, are provided in equations 3.24, 3.27, 3.28,

and 3.29, respectively. These equations establish the mathematical relationships

and formulas used to calculate the non-dimensional numbers and aid in the inter-

pretation of the numerical results.
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By presenting the results in non-dimensional form and providing the correspond-

ing definitions, this study offers a standardized framework for analyzing and com-

paring the thermal performance of different configurations and wall temperature

variations within the latent heat thermal energy storage system.

Table 4.6: Nu, Ra, Ste and Fo numbers for design L5 at different wall tem-
peratures.

Tw(K) Nu Ra Ste Fo

343 57.85 8.658× 107 0.0753 0.06485

348 78.28 1.599× 108 0.1391 0.04449

353 93.09 2.333× 108 0.2029 0.03505

358 108.95 3.067× 108 0.2667 0.02823

363 119.86 3.801× 108 0.3305 0.02434

To further elaborate on the analysis and correlation presented in Figure 4.22a and

Equation (4.6), we can discuss the implications of the relationship between dimen-

sionless melting time (Fo) and Stefan Number (Ste) in the context of changing

wall temperature.

Fo = a1Ste
−b1 (4.6)

Where a1 and b1 are constants which are equal to 0.01221, and 0.6479, respectively.

The plot in Figure 4.22a demonstrates that as the Stefan Number increases, in-

dicating a higher rate of heat transfer from the wall to the melting material, the

melting time (represented by Fo) decreases. This makes intuitive sense, as a higher

heat transfer rate would accelerate the melting process.

However, the decreasing trend observed in the plot is non-linear. Initially, when the

Stefan Number is relatively low, the reduction in melting time is significant with an

increase in Ste. As Ste continues to increase, the gradient of the decreasing trend

slows down, indicating that the diminishing returns of heat transfer on the melting

time become more pronounced. In other words, the additional heat transferred at

higher Ste values has a diminishing impact on further reducing the melting time.
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To approximate this non-linear relationship between Fo and Ste, the proposed

correlation given in Equation (4.6) can be utilized. This equation provides a

mathematical expression that captures the general trend observed in the plot.

However, it’s important to note that the specific coefficients and functional form

of the correlation would need to be determined through data fitting or theoretical

analysis specific to the system being studied.

It’s worth mentioning that the correlation in Equation (4.6) might not capture all

the intricacies of the melting process and the effect of changing wall temperature.

It serves as an approximation or an empirical relationship that provides a rea-

sonable estimation of the relationship between Fo and Ste based on the observed

trend in the data.

By using this correlation, researchers and engineers can make predictions or esti-

mations regarding the melting performance for different values of Ste without con-

ducting extensive experiments. However, it’s important to validate the correlation

against experimental or numerical data to ensure its accuracy and applicability to

the specific system under consideration.

Overall, the analysis and correlation presented in Figure 4.22a and Equation (4.6)

provide insights into the effect of changing wall temperature, as indicated by the

Stefan Number, on the dimensionless melting time. This information can be valu-

able for designing and optimizing processes involving melting phenomena.

To further discuss the analysis and correlation presented in Figure 4.22b and Equa-

tion (4.7), we can delve into the implications of the relationship between the aver-

age Nusselt number and Rayleigh number when varying wall temperature in the

context of natural convection.

The plot in Figure 4.22b demonstrates that as the Rayleigh number increases, in-

dicating a higher driving force for natural convection, the average Nusselt number

also increases. The Nusselt number characterizes the convective heat transfer co-

efficient, and an increase in the average Nusselt number suggests a more efficient
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heat transfer process.

Nu = a2Rab2 (4.7)

Where a2 and b2 are constants which are equal to 0.00663, and 0.49624, respec-

tively.

However, similar to the melting performance analysis discussed earlier, the trend

observed between the average Nusselt number and Rayleigh number is non-linear.

Initially, as the Rayleigh number increases, the average Nusselt number rises sig-

nificantly. This indicates that the convective heat transfer enhances considerably

with increasing Rayleigh numbers, which typically occur with higher temperature

differences or lower viscosity fluids.

As the Rayleigh number continues to increase, the rate at which the average Nus-

selt number rises slows down. This behavior suggests that the diminishing returns

of convective heat transfer become more apparent at higher Rayleigh numbers. In

other words, the additional heat transfer resulting from the increased driving force

of natural convection has a diminishing impact on further increasing the average

Nusselt number.

To approximate this non-linear relationship between the average Nusselt number

and Rayleigh number, the proposed correlation given in Equation (4.7) can be

utilized. This equation provides a mathematical expression that captures the

general trend observed in the plot. However, as with the previous correlation, the

specific coefficients and functional form of this correlation need to be determined

through data fitting or theoretical analysis specific to the system being studied.

It’s important to note that the correlation in Equation (4.7) serves as an approxi-

mation or empirical relationship that represents the general behavior observed in

the data. It may not capture all the complexities and intricacies associated with

natural convection and the effect of varying wall temperature. Therefore, valida-

tion against experimental or numerical data is essential to ensure its accuracy and

applicability to the specific system under consideration.
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By utilizing this correlation, researchers and engineers can estimate the average

Nusselt number for different Rayleigh numbers without conducting extensive ex-

periments. This information is valuable for designing and optimizing heat transfer

systems involving natural convection.

In summary, the analysis and correlation presented in Figure 4.22b and Equation

(4.7) provide insights into the effect of varying wall temperature, as indicated

by the Rayleigh number, on the average Nusselt number in the context of natural

convection. This information can aid in understanding and predicting heat transfer

performance in situations where natural convection plays a significant role.
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Figure 4.22: Correlations (a) (Fo number) vs (Ste number) and (b) Nu
number vs. Ra number.

4.9 Conclusion

This chapter discussed the numerical study performed to study the enhancement

of the thermal performance of a rectangular shaped latent heat storage device

based on fin variations. The device was modeled as a 2D planar geometry whose

both side walls were kept at constant temperature of 353 K, Stearic acid was

used as PCM filled in the cavity. Extended surfaces in the form of fins were

employed to accelerate the heat transfer from the isothermal walls to the PCM for

energy storage. Various fin-parameters were varied, including the number of fins,
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their lengths, thicknesses, orientations and positions at the isothermal walls. The

proposed designs were grouped under three configurations: the designs in which

fin-orientations were varied are grouped under ”A” configuration, the designs with

fin-shape variations are categorized as ”S” configuration and the designs in which

lengths and number of fins were predominantly varied are collected under the

”L” configuration. The performance of the proposed design configurations were

compared against a six-fin reference case.

The target performance parameters were the melting time, percentage time sav-

ing, melting and energy enhancement ratios and the heat transfer rates. It was

observed that the reference case took 115 minutes for complete melting of PCM.

All ”A” configuration designs took longer than 115 minutes to completely melt

PCM, resulting in the negative time saving values. Moreover, the melting and

energy enhancement ratio were less than 1.0 for the majority of the melting time

duration.

Furthermore, the average energy storage rate was less than the reference case value

of 126 W . The ”S” configuration designs showed a mixed behavior: S1 design

clearly performing better than the reference case resulting in the time saving of

18% and average energy storage rate of 151 W . S2 design, however, performed

inferior to the reference case on all the defined performance metrics. All five

designs of ”L” configuration performed better than the reference case; the surface

area, arrangement and number of fins being decisive factors.

The percentage time savings for L1, L2, L3, L4 and L5 designs came out to be

20%, 5%, 26%, 36% and 39%, respectively. The average energy storage rate of the

corresponding designs were 158W , 133W , 169W , 197W and 208W , respectively.

Design L5 proved to be the optimum design based on both the scales of melting

time and energy storage, yielding maximum values of time saving and average

energy storage rate, respectively.



Chapter 5

Investigation of Optimal Fin

Arrangement using Mathematical

Functions

5.1 Introduction

In previous chapter it was concluded that fin length had a very strong impact on

the Phase Change Material (PCM) melting process in the Latent Heat Ther-

mal Energy Storage (LHTES) unit. As described previously, that PCM melting

process has different heat transfer phases, conduction and convection. Initially,

conduction is strong when all PCM is in solid phase. After initial melting of

PCM along the heated surfaces, natural convection becomes the major contribu-

tor to heat transfer in the fluid.

As melting process proceeds, the melting PCM rises to the top hot region and

solid PCM settles to the bottom of the container. The convection is weak and

PCM only melts due to conduction. As thermal conductivity of PCM is low, the

last phase of melting is very slow. It was also found in the previous chapter, that

if variable fin lengths with short fins at the top half of the heated walls and longer

125
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fins at the bottom half of the heated walls were used, the overall improvement in

the thermal performance of LHTES device was observed.

Moreover, it was also found in the literature [124, 128, 151] that the PCM melting

rate can be positively increased by having a short top fin and a long bottom

fin. This arrangement was found to enhance heat transfer to the solid PCM

settled near the bottom wall of the thermal energy storage. It was observed in

the literature that most of the fin design enhancements were performed rather

randomly and without any systematic study. A need was identified to investigate

a systematic model for the fin arrangement profile where top fins are short and

bottom fins are long.

Therefore, based on the effectiveness of the fin design enhancements four different

mathematical functions were proposed in this study. A systematic study is carried

out to identify the optimum fin design function efficiently and effectively. In this

chapter investigation is performed to discover an optimal profile for the fin length.

The simplest engineering approach for such investigation is application of mod-

els that can be described mathematically. Therefor, simple basic mathematical

functions are employed to generate fin length profiles and thermal performance is

analyzed based on the LHTES designs using these fin length profiles.

The purpose of investigating the optimal fin arrangement using mathematical func-

tions is to determine the most effective and efficient way of fin designs that can

transfer heat from one medium to another. By varying parameters such as the

fin spacing, thickness, and shape, engineers can use mathematical modeling to

identify the optimal fin arrangement that minimizes heat transfer resistance and

maximizes thermal performance.

The investigation of optimal fin arrangement using mathematical functions is

therefore an important aspect of engineering design, as it can help to improve

the energy efficiency and performance of a wide range of industrial and consumer

products that rely on heat transfer. The optimal profile that produced best melt-

ing characteristic of the PCM in LHTES device is selected for subsequent study
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of the effects of additional parameters (fin thickness and geometry aspect ratio)

during the melting process.

5.2 Fin Length Variations

Four different types of variations of the function y = f(x), as shown in Figure

5.1 are modeled to obtain different sub-models for studying the effects on thermal

performance. the maximum length of the fins was constrained to be max(fl) <=

W/2. Moreover, the minimum and maximum fin to fin distances were 5mm and

20mm, respectively.

5.2.1 Linear Function

The linear functions used to calculate fin lengths are shown in the following equa-

tion 5.1. Figure 5.1a illustrates the function representing the dimensions of the

enclosure. The length of the fins is obtained by evaluating the x value at fixed y

positions and applying the scaling to the enclosure geometry.

y = y0 − A(x− x0)

x = x0 −
y − y0
A

(5.1)

5.2.2 Quadratic Function

The quadratic functions are represented in the Equation (5.2) below, which is

used to calculate the fin length and is shown in Figure 5.1b corresponding to the

dimensions of the enclosure.

y = y0 + A(x− x0)
2

x = x0 −
√

y − y0
A

(5.2)
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(a) (b)

(c) (d)

Figure 5.1: Function based fin length variation (a) linear (b) quadratic, (c)
cubic (d) exponential.

5.2.3 Cubic Function

The Equation (5.3) and Figure 5.1c are used to compute the fin-lengths for the

cubic function variation case.

y = y0 − A(x− x0)
3

x = x0 +
3

√
y − y0
A

(5.3)
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5.2.4 Exponential Function

The last variant uses an exponential function to model fin length as a function of

vertical position within the enclosure. The functions for the expressions x and y

are given in the Equation (5.4) and shown in Figure 5.1d.

y = y0 + Ae−B(x−x0)

x = x0 −
1

B
ln(

y − y0
A

)
(5.4)

The fin lengths calculated using these functions are represented graphically in

Figure 5.2. The graphical representation provides an opportunity to compare

distribution of fin lengths in different cases. The parameters [x0, y0, A,B], used in

these functions are listed in Table 5.1.

In all of the above cases, the same vertical (y) positions are used and the cor-

responding x values are calculated and the scaled fin length is evaluated. The

surface area per unit depth of fins exposed to PCM is 480mm2 and fin thickness

is 1.25mm. PCM volume per unit depth of the container is 17400mm2.

Table 5.1: Function parameters.

Parameter Linear Quadratic Cubic Exponential

x0 4 4 4 4
y0 6 6 6 0
A 2 0.32 0.8 4.67
B NA NA NA 0.5

Table 5.2: Fin lengths (mm) for different function based configurations.

Fin location Linear Quadratic Cubic Exponential
(y)

10.00 65.00 59.93 65.00 70.83
30.00 55.00 48.89 61.09 48.86
50.00 45.00 41.29 54.62 38.64
70.00 35.00 35.11 25.38 31.91
90.00 25.00 29.78 18.91 26.89
110.00 15.00 25.00 15.00 22.87
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Figure 5.2: Graphical representation of function based fin lengths.

5.3 Analysis of Melting Process

As shown in the modeling section, fin lengths are varied from top to bottom. The

length of the fins increases as fin position of the fin changes from top to bottom.

In the initial phase of melting process, heat conduction is dominant. As PCM

melts the liquid rises to the top and the convection currents caused by buoyancy

help transfer heat in the melting process. Solid PCM at the bottom is melted

by the thermal conduction of the fins at the bottom during the last stages of the

melting process. In all cases, the fins at the bottom are longer and conduct more

heat to PCM, helping to accelerate the melting process at this stage. The overall

intelligent configuration of the fins help the convection currents transfer heat more

efficiently compared to the base and reference cases having fins of uniform length.

5.3.1 Liquid Fraction and Temperature Contours

Figure 5.3 shows the evolution of the liquid fraction, temperature, and energy

storage for the PCM melting process in the double-walled heated, rectangular en-

closure with different fin arrangements based on different functions, as explained
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previously in the modeling section. The graph shows that at the beginning of the

melting process, the reference case is faster. Linear, quadratic, and exponential

function based fin configurations show almost identical behavior for these parame-

ters. Although the melting rate is slower at the beginning than the reference case,

it gradually improves and exceeds the melting rate of the reference case after 70

minutes and remains higher until the end of the melting process.
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Figure 5.3: Transient behavior of (a) liquid fraction, (b) temperature, (c) and
thermal energy for function based fin configurations.

The identical behavior of the melting process for linear, quadratic, and exponential

fin arrangements can also be seen in the contours of the liquid fraction shown in

Figure 5.4. These contours show that as the melting starts, the PCM is melted by

heat conduction from the fins. The liquid fraction of PCM increased with melting

progress and convection heat transfer began to dominate by the vortexes formed

along the fins, enhancing heat transfer into PCM. The melted PCM close to the

walls formed liquid walls on both sides, as seen in the snapshots at t = 20min.

Except for the cubic fin configuration, the liquid at the top of both walls melted

and merged at t = 40min. After 60 minutes into the melting process cubic fin

configuration still had solid PCM, while most of the PCM had melted for the

other configurations. The temperature contours for these cases at same time steps

are shown in Figure 5.5.

5.3.2 Flow Characteristics and Interface Velocity

The melting process was further analyzed by investigation of the flow character-

istics of the PCM during phase change. In addition to the liquid fraction and
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Figure 5.4: Liquid fraction contour plots for (a) linear, (b) quadratic, (c)
cubic, and (d) exponential cases.

temperature contours, the average velocity of the vortices developed during natu-

ral convection phase was also studied. As melting progressed, the melted PCM

rose to the top due to convection. The solid PCM adjacent to heat source received

heat and developed more vortices that rose and combined with the previously de-

veloped vortices strengthening natural convection and heat transfer rate. State

of velocities in different fin configurations at different time steps are shown in

Figure 5.6. The average velocity of liquid PCM gradually increase and reach a
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Figure 5.5: Temperature contour plots of all configuration at four different
time instances.

maximum as natural convection got strong. During the later stages of melting,

as liquid fraction increased, the weakened convection was manifested by decrease

in the average PCM velocity. In the linear configuration, maximum velocity was

reached at around t = 30min and by t = 45min, melted liquid from both sides

combined and developed a cloud layer at the top of the enclosure.

The comparison of various configurations revealed that in the case of cubic con-

figuration, vortices are smaller than the other cases at any specific time step. At

time t = 20min, that vortices from fin sections grow larger than fin lengths in
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most of the configuration but they are smaller for cubic fin arrangement. As the

heat is trapped in the heat pockets in case of cubic configurations, it resulted in

slow heat transfer to the solid PCM and affected the progression of solid liquid

interface. At time t = 40min, except for cubic fin arrangement, all other cases

show that vortices have grown large enough to merge with the other side of the

enclosure forming a cloud of liquid at the top region of the chamber.

Cubic configuration is slow and this phase is reached around t = 60min in this

case. By that time melting is almost complete in the other configurations. The

similar behavior was seen in case of quadratic and exponential configuration with

appropriate difference in amount of liquid PCM and maximum velocity reached

at the time step shown in the figure.

The Figure 5.6 shows that in case of linear, quadratic, and exponential fin ar-

rangements, the vortices are developed early in the melting process and quickly

rise towards the top region. This increased convective heat transfer in case of

these configurations. In case of the cubic fin arrangement, the transition of phase

from conduction heat transfer to convection heat transfer was slow and vortices

were seen after t = 60min. The complete melting was reached around 1 hour in

the other cases, whereas in the case of cubic configuration, the melting took more

that 80 min to complete.

Moreover, it can be seen that the melting interface progression is faster than cu-

bic case in all other cases. Even though the PCM melting is slow in cubic fin

configuration, at time t = 80min the maximum velocity of the vortices is around

9mm/s that was higher than other cases. The maximum vortex velocity reached

was 8.5mm/s, 6.3mm/s, and 6.4mm/s, in linear, quadratic, and exponential con-

figurations.

Compared to cubic configuration case, the melting progression is uniform as can

be seen in the Figure 5.6. This is a direct result of enhanced natural convection

effects, and thus faster melting of PCM is observed in these cases. The average

interface velocity values for various time steps have been recorded and listed in

Table 5.3.
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Figure 5.6: Velocity contour plots for (a) linear, (b) quadratic, (c) cubic, and
(d) exponential cases.

5.4 Performance Analysis

In this section, we will discuss different performance indicators that are commonly

used for analyzing the performance of various LHTES designs with different fin

configurations. These indicators provide valuable insights into the efficiency and

effectiveness of the LHTES systems. The four key performance indicators we will

focus on are:

1. Melting Enhancement Ratio: This indicator compares the melting time of

an LHTES system with fins to that of a reference system without fins. The
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Table 5.3: Streamline average velocities of different configurations.

Time Average streamline velocity
(min) (mm/s)

Reference Linear Quadratic Cubic Exponential

10 0.1122 0.1207 0.1140 0.0582 0.1249
20 0.3687 0.3573 0.3876 0.1413 0.3819
30 0.7396 0.6961 0.7270 0.2688 0.6462
40 0.5777 0.6643 0.5961 0.3983 0.5913
50 0.3953 0.5373 0.4505 0.4996 0.4642
60 0.2377 0.2359 0.2239 0.6021 0.2187
70 0.1485 0.1616 0.1454 0.7285 0.1615
80 0.1010 - - 0.8657 0.1154
90 0.0827 - - 0.4467 0.0896

melting enhancement ratio quantifies the improvement achieved in the melt-

ing process due to the presence of fins. It is calculated as the ratio of the

melting time of the reference system to the melting time of the finned sys-

tem. A higher melting enhancement ratio indicates a more efficient melting

process with the presence of fins.

2. Energy Enhancement Ratio: Similar to the melting enhancement ratio, the

energy enhancement ratio compares the energy discharge or storage capac-

ity of an LHTES system with fins to that of a reference system without

fins. It is calculated as the ratio of the energy storage capacity or energy

discharge rate of the reference system to that of the finned system. A higher

energy enhancement ratio indicates an improved energy storage or discharge

performance with the use of fins.

3. Percentage Time Saving: This indicator quantifies the time savings achieved

by utilizing fin configurations in LHTES systems. It is calculated as the

percentage reduction in the melting or solidification time of the finned system

compared to the reference system without fins. A higher percentage time

saving indicates a more significant reduction in the required time for melting

or solidification, resulting in enhanced system performance.
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4. Energy Transfer Rates: Energy transfer rates provide information about

the rate at which energy is transferred during the melting or solidification

process. These rates can be expressed as the amount of energy transferred

per unit time or as the power input or output of the LHTES system. Energy

transfer rates are crucial in evaluating the dynamic performance and power

requirements of LHTES systems with different fin configurations.

These performance indicators collectively offer a comprehensive analysis of the

effectiveness and efficiency of LHTES systems with various fin configurations.

By comparing these indicators for different designs, researchers and engineers can

make informed decisions regarding the selection and optimization of fin config-

urations to maximize the performance of LHTES systems in terms of melting

efficiency, energy storage capacity, time savings, and energy transfer rates.

5.4.1 Melting Time and Time Saving

As mentioned previously, melting time is one the important performance indicators

considered in the analysis of LHTES design. A related parameter melting time

saving, defined by (4.1), measures the relative improvement or degradation of the

performance compared to the reference or base cases. The positive values indicate

better thermal performance. Table 5.4 lists values for melting times and time

savings for all cases of LHTES design configurations. In the base case with no

fins, PCM completely melted in 115min, where as the reference case defined in

the current study melted in 100.83min.

Linear, quadratic, and exponential function based configurations improved the

melting performance and complete melting was obtained in less time than the

reference. The melting performance of the cubic function based configuration was

very poor compared to the reference case and resulted in negative time saving. The

best performing case in this study was the one where fin lengths had exponential

based distribution. It took 65.33min to completely melt the PCM and 35% time

saving was obtained in this case compared with the reference case.
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The exponential fin configuration in this study improved the melting performance

by 6% compared to the best case performance of intelligent fin arrangement as

described in previous chapter. The corresponding improvement in melting with

respect to the base case was 43%.

Table 5.4: Melting times and improvement ratios for various fin designs.

Configuration Melting time (min) Improvement ratio

Reference 100.83 -
Linear 68.83 31.7%
Quadratic 67 33.6%
Cubic 106 -5.1%
Exponential 65.33 35.2%

5.4.2 Performance Enhancement Ratios

Other performance analysis indicators considered in this study are melting en-

hancement ratio and energy enhancement ratio. These are defined by Equation 4.2

and (4.3), respectively. These parameters indicate how fast or slow melting rate

and energy storage rate are obtained for a particular design case k compared to ref-

erence and base cases. The transient variation of the performance of the proposed

designs compared with the reference case are examined by defining these enhance-

ment ratios. Figure 5.7a shows the performance enhancement ratio of melting rate,

whereas, Figure 5.7b manifests energy enhancement ratio, for different LHTES

design configurations.

All designs configuration have Emr(t) > 1.0 in the beginning of the melting process

except the configuration with cubic fin arrangement. As melting progressed, the

ratio decreased for all cases and even dropped below the reference case by t = 5min

for all cases. After about 10 minutes of melting process, the melting rate started to

rise as natural convection increased. At about time t = 30min the rate of melting

for linear, quadratic, and exponential configurations surpassed the references case.

The peak melting rate for linear and exponential cases was obtained at time

t = 55min. The exponential configuration reached the peak at about 60min
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of the process. The cubic configuration never reached higher melting rate than

the reference case throughout the melting process. The highest melting enhance-

ment ratios compared to the reference case were 1.142, 1.138, and 1.117 for linear,

quadratic, and exponential cases respectively.

Heat transfer surface area and placement of fins are important characteristics of

the LHTES design. The energy enhancement ratio trends indicate the impact of

the design parameters on the thermal behavior of the energy storage unit. It can

be seen from the plots that all configurations initially have Eer(t) < 1.0. Except

for cubic configuration energy storage performance improvement was observed for

linear, quadratic, and exponential configurations.

The energy storage enhancement higher than the reference case was observed at

about t = 30min for linear, quadratic, and exponential configurations. The max-

imum enhancement ratio compared to the reference case was 1.1 obtained for the

linear configuration case and it was reached at about t = 55min.
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Figure 5.7: Enhancement ratios and heat transfer rate (a) melting enhance-
ment ratio Emr, (b) energy enhancement ratio Eer, and (c) power Q̇.

5.4.3 Heat Transfer Rate

The heat transfer rate in the LHTES has an important impact on the melting and

energy storage rates. Higher values of the heat transfer rate indicate that charging

will be faster for LHTES. It is, therefore, a critical parameter considered in the

design of LHTES. Heat transfer rate is evaluated by the expression defined by

Equation (4.4).
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The instantaneous heat transfer rate is represented by Q̇(t) and is shown in Figure

5.7c for all studied cases. It can be seen from the plot that high heat transfer rate

is observed in the beginning of the melting process.

The temperature difference between the PCM and heated wall was high at that

time and resulted this higher rate. The liquid PCM layer increased around the hot

fins and walls as melting progressed. The higher temperature of PCM resulted in

lower gradient between the hot wall and PCM causing lower heat transfer rates.

These trends can be easily seen in the plot of the Figure 5.7c. Heat transfer rate

calculated by the expression in (4.5) was used for quantitative comparison with

the reference and other design cases.
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Figure 5.8: Performance indicator (a) melting time, (b) melting time saving,
and (c) average energy storage rate.

The average energy storage rate of the reference case was 54.6W . The base case

from the previous study had an average energy storage rate of 47.86W . The rates

for all design cases are shown in Figure 5.8. It is seen that Q̇ was better than

that of the reference case for all cases except the case with cubic function based

fin-length configuration.

The best performing case was the design with exponential function based fin de-

sign. The value of Q̇ for exponential design case was 83.4W , while quadratic

function based design was the next in the list resulting in heat transfer rate of

81.6W . The heat transfer rate for linear and cubic cases was 79.7W and 51.9W

respectively. Based on the analysis of all the performance indicators discussed,

it can be concluded that the exponential function based design was the best per-

forming amongst all designs.
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5.5 Effect of Wall Temperature

The best performing model is chosen to study the effect of changing wall temper-

ature on the LHTES performance and develop correlations. The case studied are

with wall temperatures of 343K, 348K, 353K, 358K, 363K, and 368K. Table 5.5

lists the values of melting time and total energy storage rate after the completion

of melting process.

The melting time deceases with the increase in wall temperature as it resulted in

higher heat transfer rate. The total stored energy in the LHTES comprises of

sensible heat energy and latent heat energy. When the wall temperature is raised,

heat transfer rate increased, resulting in higher energy storage. The latent heat

energy remains same but sensible heat energy increases with the increase in wall

temperature. This is reflected in the values listed in Table 5.5.

Table 5.5: Melting times and improvement ratios for different wall tempera-
tures.

Wall temperature Melting time Storage rate
(K) (min) (W)

343 82.71 61.92
348 56.25 94.28
353 43.75 125.23
358 36.25 155.60
363 31.04 186.62
368 26.88 220.77

5.5.1 Development of Correlations

It is important to represent the melting time and heat transfer rate of LHTES

device as the functions of non-dimensional numbers to quantify the variations of

design parameters and boundary conditions.

Representing the melting time and heat transfer rate of an LHTES device as func-

tions of non-dimensional numbers is indeed crucial for quantifying the variations

of design parameters and boundary conditions. Non-dimensional numbers allow
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for the development of useful correlations that can provide a quick and reasonably

accurate estimation of the thermal performance of similar LHTES units.

By using non-dimensional numbers, the dependence on specific system dimensions

and operating conditions can be eliminated, allowing for a more general and trans-

ferable analysis. These non-dimensional numbers are typically derived based on

the governing equations and physical properties relevant to the system.

For example, in the context of melting time, one commonly used non-dimensional

number is the Stefan number (Ste), which represents the ratio of latent heat

transfer to conductive heat transfer. It relates the rate of heat transfer during the

phase change process to the temperature gradient across the material. By plotting

the melting time as a function of the Stefan number, the effects of different design

parameters and boundary conditions can be captured in a dimensionless manner.

Similarly, for heat transfer rate analysis, non-dimensional numbers such as the

Nusselt number (Nu) and the Rayleigh number (Ra) are often utilized. The

Nusselt number represents the convective heat transfer coefficient normalized by

the conductive heat transfer coefficient, providing a measure of the efficiency of

convective heat transfer. The Rayleigh number, on the other hand, characterizes

the relative importance of buoyancy-driven convection to conductive heat transfer

in a fluid.

By plotting the heat transfer rate as a function of these non-dimensional numbers,

correlations can be established to estimate the heat transfer performance for vari-

ous design configurations and operating conditions. These correlations allow for a

quick estimation of the thermal behavior of LHTES devices without the need for

extensive computational or experimental efforts.

In summary, the use of non-dimensional numbers to represent melting time and

heat transfer rate in LHTES devices is essential for quantifying variations in de-

sign parameters and boundary conditions. These non-dimensional representations
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enable the development of correlations that facilitate efficient and accurate es-

timation of thermal performance across different latent thermal energy storage

units.

Table 5.6: Nu, Ra, Ste and Fo numbers at different wall temperatures.

Tw(K) Nu Ra Ste Fo

343 87.1 2.738× 109 0.0753 0.00417
348 118.83 5.058× 109 0.1391 0.00283
353 142.90 7.378× 109 0.2029 0.00220
358 162.25 9.698× 109 0.2667 0.00183
363 179.15 1.202× 1010 0.3305 0.00156
368 196.35 1.434× 1010 0.3943 0.00135

All the relevant non-dimensional number are defined in section 3.5.4. Fourier

number Fo is used to represent the non-dimensional melting time of the PCM.

These non-dimensional quantities are defined in eqs. (3.24) and (3.27) to (3.29).

Table 5.6 lists all results calculated for non-dimensional numbers at different wall

temperatures.

Figure 5.9a shows as plot of Fourier number (dimensionless melting time) (Fo) vs

Stefan number (Ste). This plot is used to study the effect of wall temperature on

the melting performance. The trend indicates that a decrease in the melting time

is observed with the increase in Stefan number.

The gradient of non-linear trend gradually slows down as Ste increases. The

Equation (5.5) approximately correlates the trend of Fo versus Ste.

Fo = a1Ste
−b1 (7.530× 10−2 ≤ Ste ≤ 3.943× 10−1) (5.5)

Where a1 and b1 are constants which are equal to 7.56715 × 10−4, and 0.6619,

respectively.

To approximate the behavior of the average Nusselt number versus the Rayleigh

number, a correlation is developed. This correlation provides a useful tool for es-

timating the convective heat transfer characteristics in natural convection scenar-

ios. Figure 5.9b depicts the effect of the wall temperature on natural convection,
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demonstrating that an increase in the Rayleigh number corresponds to an increase

in the average Nusselt number.

However, it is important to note that this relationship is non-linear, with the

average Nusselt number gradually declining as the Rayleigh number continues to

increase. This non-linear trend highlights the complex nature of natural convection

heat transfer phenomena and emphasizes the need for accurate correlations to

predict and analyze convective heat transfer in various practical applications.

Nu = a2Rab2 (2.738× 109 ≤ Ra ≤ 1.434× 1010) (5.6)

Where a2 and b2 are constants whose values are equal to 0.00233, and 0.48485,

respectively. The coefficient of determination, R2 for both of these correlations is

99%. Tables 5.7 and 5.8 lists corresponding values for Fo and Nu evaluated by

the correlations.

Table 5.7: Maximum error in Fo vs Ste correlation.

Ste Fo(Simulation) Fo(correlation) Error(%)

0.0753 0.00417 0.00419 0.53
0.1391 0.00283 0.00279 1.33
0.2029 0.00220 0.00218 1.14
0.2667 0.00183 0.00181 0.82
0.3305 0.00156 0.00157 0.94
0.3943 0.00135 0.00140 3.78

The maximum error for correlations in eqs. (5.5) and (5.6) is 3.78% and 0.73%.

These correlations could be used for LHTES performance estimation with rea-

sonable accuracy for a wide range of wall temperature applications.

Table 5.8: Maximum error in Nu vs Ra correlation.

Ra Nu(Simulation) Nu(correlation) Error(%)

2.738× 109 87.1 87.71 0.71
5.058× 109 118.83 118.12 0.59
7.378× 109 142.90 141.85 0.73
9.698× 109 162.25 161.96 0.18
1.202× 1010 179.15 179.72 0.32
1.434× 1010 196.35 195.77 0.29
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Figure 5.9: Proposed correlations (a) Fo vs Ste, (b) Nu vs Ra.

5.6 Conclusion

In this numerical study, design of a rectangular thermal energy storage device was

investigated for thermal performance improvements. A 2D model was developed

for the geometry of LHTES with isothermal side walls. A constant temperature

of 353K is initially set to heat the PCM in the enclosure.

Stearic acid was used as PCM and fins were connected to the isothermal walls

forming extended surfaces to accelerate the heat transfer from walls to the PCM

for improved heat transfer. Fin lengths were calculated using different functions

x = g(y) mapped to the enclosure frontal plane. Y coordinate represented vertical

location on the heated wall and x was evaluated to return fin lengths at each

of the isothermal wall. The performance results obtained from the configuration

of the new designs were compared with the base case of the previous study and

a reference case of the current study. The reference for current study had six

fins of uniform length that were attached to each isothermal wall. The target

parameters for performance comparison were same as were used in the previous

study described in the last chapter. The melting time of PCM of the base case

from the previous study was 115min, while the reference case in this study took

100.8min for complete melting of PCM. The key points drawn from this study

are described below.
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i Total melting times were 68.83min, 76.33min, 106min, and 65.33min for lin-

ear, quadratic, cubic, and exponential cases respectively. It was observed that

during the melting process, enhancement ratios less than 1.0 were observed

for melting and energy for most of the duration of the process. Moreover, for

the case where fin lengths were calculated using cubic functions, the energy

storage rate was 51.8W , that was slower than 54.6W , the result obtained for

the reference case. All other cases resulted in improved energy storage rate.

The percentage time savings for linear, quadratic, and exponential function

based designs came out to be 31.7%, 24.3%, and 35.2%, respectively. The cor-

responding average energy storage rate for LHTES designs resulted in 79.7W ,

71.8W , and 83.4W , respectively.

ii The best performing design was further studied by changing the isothermal wall

temperature from 343K to 368K with 5K interval. An increase in the wall

temperature decreased the PCM melting time and enhanced average energy

storage rate. Empirical correlations are proposed to predict non-dimensional

Fourier number and the average Nusselt number over the range of isothermal

wall temperatures.



Chapter 6

Optimization of LHTES Design

Parameters and Machine

Learning Regression Modeling

6.1 Introduction

It has been established in the previous chapters that various fin parameters like

thickness, length, orientation, and distribution along the heated walls impact ther-

mal performance of Latent Heat Thermal Energy Storage (LHTES) devices. In

this chapter impact of aspect ratio of the rectangular enclosure of LHTES is inves-

tigated. In preceding chapters fin thickness was not independently studied. The

fin length and fin thickness are interdependent due to the constraint of constant

Phase Change Material (PCM) volume throughout this study.

In Chapter 4, different fin designs based on lengths and shapes were studied. Later

in Chapter 5, fin length distribution functions were investigated and the optimum

exponential function was identified. In Chapter 6 the spread factor of the expo-

nential fin length distribution function was further explored which was controlled

through fin thickness. Therefore, fin thickness was one of the three independent

147
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factors used in the design optimization of LHTES. The emphasis of the investiga-

tion in the previous chapters was orientation, shape, and arrangements of fins in

the LHTES system. These parameters were thoroughly studied in previous chap-

ters, highlighting the importance of these parameters in improving the thermal

performance of the system. By varying the orientation, shape, and arrangement

of the fins, it is possible to identify the optimal design parameters that minimize

heat transfer resistance and maximize thermal performance.

It was also found that exponential function was the optimal fin design function.

However, the spread factor of fin lengths that is controlled by the fin thickness was

yet to be investigated. In this chapter, effect of fin thickness on the thermal per-

formance of LHTES is studied. Fin thickness plays a critical role in determining

the heat transfer characteristics of a fin. In particular, the thickness of fins affects

the rate at which heat is conducted through the material, and can also impact the

rate of convective heat transfer between the fin and PCM.

By studying the effects of fin thickness, engineers can gain insights into how this

parameter impacts heat transfer performance, and can use this information to

optimize the design of heat transfer devices. Furthermore, statistical technique,

Taguchi method is used to investigate the optimization of design parameters.

The Taguchi method is a powerful and effective optimization approach that has

been extensively used for finding the optimal values of parameters for a single

objective function. One of the key advantages of the Taguchi method over the

other optimization methods is its ability to produce robust designs while requiring

fewer simulation runs to achieve the same level of optimization. This makes it a

cost-effective, simple, and flexible tool to find optimal designs.

The method has recently been applied to CFD applications [142, 152–156] and

found to be an effective tool in parametric optimization of thermal energy storage

systems.

The Taguchi method involves the use of experimental design and statistical anal-

ysis to identify the most important factors affecting the performance of a product
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or process and to determine the optimal levels for each factor. It uses a struc-

tured approach to testing and optimization, which can help ensure that results

are reliable and consistent.

Machine learning methods are employed to develop a regression model for the pre-

diction of melting performance of LHTES device. The use of machine learning

methods for regression analysis can help to improve the accuracy and reliability

of predictions for the melting performance of LHTES devices, which is important

for optimizing their design and performance. One of the benefits of using machine

learning methods for regression analysis is that they can be used to capture non-

linear relationships between the input and output variables, which may be difficult

or impossible to model using traditional regression techniques. This can be par-

ticularly useful in complex systems where the relationships between variables are

not well understood.

6.2 Optimization of Design Parameters

In chapter 4 fin shape, angle, and lengths were studied while keeping the geometry

of the rectangular container constant. During all these simulations, the LHTES

design parameters were modeled such that the volume of the PCM remained fixed.

The results showed that the orientation of the fins could positively or negatively

impact the melting rate. It was also found that larger heat transfer area provided

better heat transfer rate. The best performing model was the one in which fin-

lengths of the top and bottom halves were different. The fins in the top half were

shorter than the one in the lower half of the rectangular chamber. This intelligent

arrangement of fins improved the thermal performance of LHTES system.

In chapter 5 fin length variation, fin thickness, and container geometry aspect

ratio were investigated and their impact on the thermal performance of LHTES

was studied. The fins lengths on the heated walls were designed based on linear,

quadratic, cubic, and exponential distribution functions. The results concluded
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Figure 6.1: Graphical representation of design parameters.

that the model of LHTES with exponential function based distribution of fin

lengths produced the best results.

In this chapter a comprehensive optimization study of simplified design param-

eters with two objective functions and 3 factors have been performed. The two

objectives were minimization of melting time and maximization of energy storage

in the LHTES.

The displacement among fins attached to the heated walls, fin thickness, and ge-

ometry aspect ratio were the used factors for optimizations as shown in Figure

6.1. In the figure, d0 is displacement of the bottom most fin from the horizon-

tal insulated wall at the bottom. This displacement is derived from the ratio

r0 = d0/H = 0.1. During the analysis, exponential function based fin length dis-

tribution storage units design were modeled as was established during the initial
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investigation stages. Table 6.1 lists all the design parameters finalized based on

the studies described earlier.

Table 6.1: LHTES device design parameters.

Parameter Symbol Range

Fin distance fd 5mm to 20mm
Fin thickness ft 1.2mm to 2.0mm
Geometry aspect ratio Ar 0.5 to 1.5

To ensure the availability of optimization results when studying the effect of as-

pect ratio, distance among fins, and fin thickness on thermal performances, it is

important to consider the interdependence of these parameters. In other words,

the optimization process should take into account the interactions between these

parameters and the resulting effects on thermal performance.

One way to achieve this is to use a design of experiments (DOE) approach, such

as the Taguchi method, to identify the optimal parameter values for each of the

parameters while minimizing the impact of their interactions. In the Taguchi

method, a set of orthogonal arrays is used to evaluate the effects of each parameter

and their interactions on the thermal performance of the fin design. Another

approach is to use a response surface methodology (RSM) to model the complex

relationships between the parameters and the thermal performance. RSM uses

statistical techniques to construct a mathematical model that predicts the response

variable (thermal performance) as a function of the input parameters (aspect ratio,

distance among fins, and fin thickness).

In both cases, it is important to carefully select the range of values for each pa-

rameter and the number of experiments or simulations to be performed. This can

help to ensure that the optimization results are reliable and accurate, even in the

presence of interdependent parameters.

Overall, to ensure the availability of optimization results when studying the effect

of aspect ratio, distance among fins, and fin thickness on thermal performances,

it is important to use appropriate methods and techniques that account for the
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interdependence of these parameters and their impact on the overall thermal per-

formance of the fin design.

6.3 Optimal Parmeter Selection Using Taguchi

Method

The Taguchi method is a powerful optimization technique that has been widely

utilized for determining the optimal values of parameters for a single objective

function [157–159]. It offers the advantage of requiring fewer experiments to iden-

tify the optimal settings for factors that influence the output responses. An addi-

tional analysis technique, called analysis of variance (ANOVA), is often employed

to assess the contribution of the optimized parameters to the overall outcomes.

To better understand the workflow of the current investigation, a flowchart de-

picting the steps taken can be seen in Figure 6.2. This flowchart provides a visual

representation of the actions and decisions made during the application of the

Taguchi method. The Taguchi method typically consists of several stages, includ-

ing:

1. Problem Definition: Clearly defining the objective function and the factors

that influence it.

2. Design of Experiments (DOE): Determining the experimental plan by select-

ing the levels and combinations of factors to be tested.

3. Conducting Experiments: Performing the experiments based on the defined

plan and recording the corresponding responses.

4. Data Analysis: Analyzing the experimental data using statistical techniques,

such as ANOVA, to determine the most influential factors and their optimal

levels.
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5. Optimization: Identifying the optimal parameter settings based on the anal-

ysis results and selecting the levels that yield the best performance.

Confirmation Test: Conducting additional experiments to validate the opti-

mal parameter settings obtained from the previous step.

By following these steps, the Taguchi method helps researchers or engineers effi-

ciently identify the optimal parameter values for a given objective function while

minimizing the number of experiments required.

Figure 6.2: Flowchart of the Taguchi method.

6.3.1 Design of Experiments

Orthogonal arrays are used in Taguchi method to derive optimal subset of a full

factorial experiment matrix. By reducing the number of experiments, the time

and cost are greatly saved. The analysis of the influencing factors and their levels

is performed after all the experiments in the DoE matrix have been run [160].
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Orthogonal array consisting of 3 factors and 4 levels each was formed in the study

as listed in Table 6.2. In case of factorial design we would need to run 43 = 64

experiments. However, with Taguchi method the number of experiments is reduced

to 16 (L16) as listed in Table 6.3 in which is a 75% reduction in the total number

of experiments of the full factorial design.

Table 6.2: Factors and levels for Taguchi analysis.

Factors
Levels

1 2 3 4

fd(mm) 5 10 15 20
Ar 0.5 1.2 1.25 1.5
ft(mm) 1.2 1.25 1.5 2.0

Table 6.3: Taguchi orthogonal array (L16).

Experiment No.
Factors

fd Ar ft

1 5 0.50 1.20
2 5 1.00 1.25
3 5 1.25 1.50
4 5 1.50 2.00
5 10 0.50 1.25
6 10 1.00 1.20
7 10 1.25 2.00
8 10 1.50 1.50
9 15 0.50 1.50
10 15 1.00 2.00
11 15 1.25 1.20
12 15 1.50 1.25
13 20 0.50 2.00
14 20 1.00 1.50
15 20 1.25 1.25
16 20 1.50 1.20

6.3.2 Evaluation of Signal to Noise Ratio (SNR)

Each design in the Table 6.3 was simulated. At the end of the melting process, the

total melting time (mt) and stored energy (Qt) were recorded. The best value of the
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parameter values is indicated by highest signal to noise ratio (SNR). In this study

our objective was to determine the lowest melting time (tm) and highest energy

storage (Qt). Equations (6.1) and (6.2) are used for calculating SNR values.

SNR = −10 log(
1

n

n∑
i=1

1

Yi
2 ) (6.1)

SNR = −10 log(
1

n

n∑
i=1

Yi
2) (6.2)

In these equations, Yi denotes either mt or Qt depending upon for which result

SNR is being evaluated. n is the number of observation which is 1 in the current

study. The computed values were used for the construction of Taguchi relations

and ranking table.

6.3.3 Analysis based on Melting Time Means

Equation (6.2) is utilized to calculate the Signal to noise ratio (SNR) values. SNR

is a measure of the quality of a signal, representing the ratio of the desired signal

power to the noise power. In the context of the current investigation, Equation

(6.2) is employed to quantify the SNR values associated with the experimental

outcomes. The calculated SNR values are reported in Table 6.4. This table

provides a comprehensive overview of the obtained results, showcasing the SNR

values corresponding to different parameter settings or experimental conditions.

By examining the SNR values, researchers can assess the impact of various fac-

tors on the signal quality and determine the optimal parameter combination that

maximizes the SNR. It can be inferred that the SNR values in Table 6.4 serve as

indicators of signal quality and are used to evaluate the performance of different

parameter settings or configurations. Overall, Equation (6.2) and the correspond-

ing results in Table 6.4 play a crucial role in assessing the signal quality and

determining the optimal parameter values within the framework of the Taguchi

method.
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Table 6.4: Melting time results obtained by numerical study and Taguchi
method.

No.
Factors

Result SNR Means
fd Ar ft

1 5 0.50 1.20 4050.00 -72.15 4050.00
2 5 1.00 1.25 4412.50 -72.89 4412.50
3 5 1.25 1.50 5681.25 -75.09 5681.25
4 5 1.50 2.00 6737.50 -76.57 6737.50
5 10 0.50 1.25 2793.75 -68.92 2793.75
6 10 1.00 1.20 3062.50 -69.72 3062.50
7 10 1.25 2.00 5050.00 -74.07 5050.00
8 10 1.50 1.50 5500.00 -74.81 5500.00
9 15 0.50 1.50 2025.00 -66.12 2025.00
10 15 1.00 2.00 4450.00 -72.97 4450.00
11 15 1.25 1.20 3650.00 -71.25 3650.00
12 15 1.50 1.25 4175.00 -72.41 4175.00
13 20 0.50 2.00 2131.25 -66.57 2131.25
14 20 1.00 1.50 3387.50 -70.60 3387.50
15 20 1.25 1.25 3631.25 -71.20 3631.25
16 20 1.50 1.20 4075.00 -72.20 4075.00

Tables 6.5 and 6.6 show the impact of every design parameter on the melting

time of thermal energy storage unit using SNR and means respectively. It can

be seen from the table that aspect ratio of the container geometry was the most

important design parameter effecting the melting time. This factor has the first

rank of significance. The second important parameter was distance among fins.

The fin thickness was the least significant design parameter.

Table 6.5: Response table for signal to noise ratios.

Level fd Ar ft

1 -74.18 -68.44 -71.33
2 -71.88 -71.55 -71.36
3 -70.69 -72.90 -71.66
4 -70.14 -74.00 -72.54
Delta 4.03 5.55 1.21
Rank 2 1 3

The results obtained from the application of the Taguchi method for each param-

eter and level are visually presented in Figure 6.3. These figures display main
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Table 6.6: Response table for means.

Level fd Ar ft

1 5220 2750 3709
2 4102 3828 3753
3 3575 4503 4148
4 3306 5122 4592
Delta 1914 2372 883
Rank 2 1 3

effects plots for Signal-to-Noise (S/N) ratios and means, providing a graphical

representation of the impact of different parameter levels on the response variable.

By analyzing the main effects plots and means plots in Figure 6.3, researchers can

identify the optimal design parameters. The selection of the optimal parameter

level is typically based on the principle of choosing the design level that corresponds

to the minimum mean value. In other words, the parameter level that yields the

lowest mean response is considered as the optimal choice according to the Taguchi

method.

The specific values of the optimal design parameters determined through this anal-

ysis are listed in Table 6.7. This table serves as a concise summary of the identi-

fied optimal parameter settings, providing the necessary information for reproduc-

ing or implementing the optimized design in practical applications.The Taguchi

method has facilitated the identification of the most favorable parameter settings

for achieving the desired outcome.

Table 6.7: Optimal design parameters

Description Symbol Value

Fin displacement fd 20 mm
Geometry aspect ratio Ar 0.5
Fin thickness ft 1.20 mm

In summary, the main effects plots and means plots depicted in Figure 6.3 have

aided in determining the optimal design parameters through the Taguchi method.

The corresponding optimal values for the parameters are summarized in Table 6.7,

providing valuable insights for implementing the optimized design.
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Figure 6.3: Graphical representation of Taguchi analysis (a) Main effects plot
for S/N ratios (b) Main effects plot for means.

The optimal design case, obtained from the Taguchi method, represents one of the

43 possible designs. It is important to note that in this particular case, the design

did not align with the L16 orthogonal array. Therefore, an additional simulation

was conducted using the identified optimal parameters.

To facilitate a visual comparison between the optimal configuration and the ref-

erence and initial exponential fin distribution configurations, Figure 6.4 has been

provided. This graphical illustration offers a clear visual assessment of the perfor-

mance of the optimal configuration in relation to the other configurations.
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(a) (b) (c)

Figure 6.4: Graphical representation of (a) optimal configuration in compar-
ison with (b) reference and (c) configurations.

By plotting relevant performance metrics or indicators on the graph, such as melt-

ing time, energy enhancement ratio, percentage time saving, or heat transfer rate,

one can visually observe the differences and improvements achieved by the opti-

mal configuration compared to the reference and initial exponential fin distribution

configurations. The specific metrics to be included in the graph would depend on

the objectives and requirements of the analysis.

The graph allows for a side-by-side comparison of the different configurations,

making it easier to evaluate the performance of each design. This visual assessment

provides a quick and intuitive understanding of the advantages and disadvantages

of the configurations and helps identify the most effective design for the given

criteria.

Additionally, the graph can be enhanced by incorporating error bars or confidence



Optimization and and Machine Learning Modeling 160

intervals to indicate the uncertainty associated with the performance metrics, par-

ticularly if the data is obtained from experimental measurements or numerical

simulations.

By utilizing Figure 6.4, researchers and engineers can gain valuable insights into

the relative performance of different configurations and make informed decisions

regarding the selection and optimization of fin designs for LHTES systems.

Furthermore, the results of this simulation are summarized in Table 6.8. The table

presents the obtained values and demonstrates that the predicted value closely

matches the actual value. The error in the prediction is calculated to be 2.12%,

indicating a high level of accuracy in the predicted outcome.

In summary, the additional simulation conducted with the optimal parameters

obtained from the Taguchi method is visually illustrated in Figure 6.4, and the

corresponding results are listed in Table 6.8. The close agreement between the

predicted and actual values, with an error of only 2.12%, demonstrates the effec-

tiveness of the Taguchi method in identifying an optimized design configuration.

Table 6.8: Results for estimated and optimum design based on Taguchi
method.

Factors Results at 95% LF (s)

Model fd(mm) Ar ft(mm) Simulated Predicted

Reference 20 1.25 1.25 4525 -

Exponential 20 1.25 1.25 3250 -

Optimal 20 0.5 1.2 1700 1664

It can be seem from these results that the optimal design obtained by Taguchi

analysis is 62.43% better than the reference case and 47.69% improvement is seen

with respect to the design with exponential function based fin distribution from

the previous chapter. The total melting time for the optimal design was 45.8

minutes and the total energy stored was 330362.72 kJ/kg. The optimal energy

storage rate obtained was 120 W .



Optimization and and Machine Learning Modeling 161

6.3.4 Response Surface Plots

The results obtained from the DoE matrix constructed in the Taguchi method

were used to plot 3D response surfaces. Three types of surfaces were plotted to

observe the impact of design parameters on the melting time of PCM in LHTES

device. Figure 6.5 shows the impact of fin displacement and geometry aspect ratio

on the melting time. It can be seen that melting time reduces with lower aspect

ratio and higher fin displacement. The optimal point seen in the plot is in the

corner opposite to the origin.

Figure 6.5: Response surface of mt vs. fd and Ar.

The effect of fin displacement and fin thickness on the melting time is shown in

Figure 6.6. Two local minima can be observed in the response surface plot that

occur near the area where fin thickness and fin displacement is low. The other local

minimum point can be seen at the large fin displacement and low fin thickness.

The last surface plot shown in Figure 6.7 illustrates the correlation of fin thickness

and thermal energy storage device’s geometry aspect ratio on the melting time.

Two local minima can be seen in the response surface plot in this case as well.
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Figure 6.6: Response surface of mt vs. fd and ft.

Figure 6.7: Response surface of mt vs. Ar and ft.

Both of these minima are close to geometry aspect ratio value close to 0.5. The

corresponding fin thickness values are around 1.5mm and 1.9mm.
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It can be concluded all parameters namely, geometry aspect ratio Ar, fin displace-

ment fd, and fin thickness ft has an effect on the thermal performance of the

LHTES system. It can be concluded from the combined effect of these parameters

that the optimal value lies near smaller geometry aspect ratio, larger fin displace-

ment as fin thickness values in the range of 1.2 to 1.5. There is a need to find the

optimum values for these parameters. The subsequent sections is a statistical anal-

ysis of the results using Taguchi method to identify the optimal parameters and

predict the performance of a design configuration for given set of design variables.

Machine learning techniques are utilized to improve the prediction model.

6.3.5 Correlation of Exponential Function Parameter B vs.

Fin Thickness

In this section a correlation is developed between the exponential function-parameter

B and design parameters ft of LHTES. The parameter is converted to a dimen-

sionless quantity before developing the correlation. The dimensionless parameter

ft
′ is evaluated as given in equation (6.3).

ft
′ = ft/H (6.3)

The corresponding dimensionless quantities are evaluated using the above expres-

sions and listed in Table 6.9. The correlation by fitting a curve through these

dimensionless values and the result is shown in Equation (6.4) below:

B = a (ft
′)
b (6.4)

where,

a = 5.284× 10−8

b = −3.2051
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Table 6.9: Dimensionless quantities

ft ft′ B

1.20 0.00633 0.60481
1.25 0.00932 0.116012
1.50 0.01250 0.072727
2.00 0.01826 0.051421
1.20 0.00894 0.138131
1.25 0.00659 0.51883
1.50 0.01369 0.067751
2.00 0.01667 0.067982
1.20 0.01000 0.109544
1.25 0.01141 0.084451
1.50 0.00791 0.29144
2.00 0.01491 0.089421
1.20 0.01095 0.092684
1.25 0.01042 0.109831
1.50 0.01118 0.11721
2.00 0.01054 0.19177

The fitting of the developed correlation, which predicts the thermal performance

of the LHTES system, is visually depicted in Figure 6.8. This figure showcases

the close agreement between the predicted values from the correlation and the

corresponding empirical values.

By closely examining Figure 6.8, it can be observed that the developed correlation

accurately captures the relationship between the design variables and the thermal

performance of the LHTES system. The predicted values closely align with the

empirical values, indicating that the correlation effectively captures the underlying

patterns and trends in the data.

The close fit between the developed correlation and the empirical values in Fig-

ure 6.8 signifies the reliability and accuracy of the predictive model. It implies

that the correlation can be utilized to estimate the thermal performance of the

LHTES system for various design configurations, thereby enabling engineers and

researchers to make informed decisions and optimize the system’s design.
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Figure 6.8: Correlation between exponential parameter B and ft

′.

6.3.6 ANOVA

The analysis of variance (ANOVA) is carried out for the evaluation of relative

contribution effects of the parameters on mt and Qt. The SNR data calculated

by Taguchi method is used by ANOVA. 95% Ftest is selected in this study as the

confidence level of the statistical analysis to ensure reliability of the method. If the

calculated Ftest value is higher than F3,6,0.05 = 4.76 value, the relevant parameter

is statistically significant.

Table 6.10: Analysis of variance for means.

Source DF Seq SS Adj SS Adj MS F P

Fin displacement (fd) 3 8604307 8604307 2868102 12.34 0.006
Aspect ratio (Ar) 3 12373857 12373857 4124619 17.75 0.002
Fin thickness (ft) 3 2031260 2031260 677087 2.91 0.123
Residual Error 6 1394160 1394160 232360
Total 15 24403584

It can been seen from Table 6.10 that the most significant factors influencing the

melting time are container geometry aspect ratio (Ar) and displacement of fins

(fd) on the heated walls in the design of a LHTES device. The P values for these
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factor are less than 0.05. The percentage contributions of fd, Ar, and ft on the

melting time (mt) were 35 %, 50 %, and 8.32 % respectively.

6.3.7 Development of a Linear Regression Model

A predictive mathematical model was developed for melting time (mt) as a function

of fd, Ar, and ft using linear regression analysis. The model obtained from the

regression analysis is shown in Equation (6.5).

mt = 1438− 125.4fd + 2375Ar + 1114ft (R2 = 90.95%) (6.5)

Coefficient of determination R2, that varies from 0 to 1, was used to check the

capability of the developed model. A value closer to 1 indicates a good fit between

the dependent and independent variables. In our case, the developed regression

model for mt had R2 = 90.95%.

Moreover, the normal probability plot of residuals shown in Figure 6.9 was used

to check the significance of the coefficients in the predicted model. The straight

line meant that the residual errors in the model were normally distributed and

coefficients in the model are significant. It was observed that the residuals fall

near the straight line which implies that the coefficient models are significant.

6.4 Thermal Performance Analysis of Taguchi

L16 Configurations

In this section, thermal behavior of simulations performed for each Taguchi trial

is studied. Figure 6.10 shows enclosure geometry aspect ratio variations used in

the simulation of these configurations. In these figures, fn represents fin numbers

from top to bottom. In the figure, the odd numbered fins are on the left heated

wall while the even numbered fins are attached to right heated wall.
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Figure 6.9: Normal probability plot of the residuals for melting time.

The function parameters A and B, in Equation (6.6) were adjusted appropriately

so that the resultant fin configuration conforms to the requirements of constant

PCM volume and other design parameters.

y = y0 + Ae−B(x−x0) (6.6)

Figure 6.10: Variation of enclosure geometry aspect ratio (a) Ar = 0.5, (b)
Ar = 1.0, (c) Ar = 1.25, (d) Ar = 1.5.
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For each enclosure design, these parameters were adjusted and corresponding fin

lengths were evaluated. Table 6.11 lists values for these parameters identified for

each trial. These parameter values were used in the expression defined in eq. (5.4)

to calculate the corresponding fin lengths. The table also lists the fin lengths

calculated for all design configurations described in the Taguchi DOE matrix. For

the sake of simplicity, constant values y0 = 0, A = 1.0, and x0 = Wr/2 were used

to evaluate the B parameter in the expression shown in 5.4.

The last of the table contains the configuration of the optimal design as a result

of the Taguchi analysis. The graphical representation of the lengths is shown in

Figure 6.11 for four different cases of fin displacements fd = [5, 10, 15, 20].

Table 6.11: Function parameters (y0 = 0, A = 1.0) and corresponding fin
lengths for all Taguchi L16 DOE cases.

Configuration Function Fin length

fd Ar ft x0 B fl f3 f5 f7 f9 f11

5 0.50 1.20 47.43 0.605 40.80 41.05 41.35 41.72 42.20 42.87
5 1.00 1.25 67.08 0.116 35.47 36.80 38.37 40.30 42.78 46.27
5 1.25 1.50 75.00 0.073 26.11 28.23 30.74 33.81 37.76 43.34
5 1.50 2.00 82.16 0.051 14.79 17.79 21.33 25.67 31.27 39.15
10 0.50 1.25 47.43 0.519 38.66 39.01 39.44 40.00 40.78 42.11
10 1.00 1.20 67.08 0.138 36.63 37.95 39.57 41.65 44.59 49.60
10 1.25 2.00 75.00 0.068 14.77 17.46 20.74 24.97 30.93 41.13
10 1.50 1.50 82.16 0.068 23.07 25.76 29.06 33.30 39.29 49.52
15 0.50 1.50 47.43 0.291 30.62 31.28 32.11 33.20 34.82 37.96
15 1.00 2.00 67.08 0.089 16.15 18.32 21.02 24.58 29.84 40.08
15 1.25 1.20 75.00 0.110 34.44 36.22 38.42 41.33 45.62 53.98
15 1.50 1.25 82.16 0.084 30.63 32.93 35.79 39.56 45.12 55.97
20 0.50 2.00 47.43 0.192 20.53 21.58 22.89 24.65 27.31 33.04
20 1.00 1.50 67.08 0.117 26.03 27.74 29.88 32.75 37.11 46.49
20 1.25 1.25 75.00 0.110 32.20 34.03 36.32 39.38 44.03 54.04
20 1.50 1.20 82.16 0.093 32.43 34.59 37.30 40.93 46.45 58.30

20 0.50 1.25 47.43 0.579 38.52 38.87 39.30 39.88 40.77 42.66

The contours of melting fraction and temperature for the Taguchi DOE matrix

base design cases are shown in From Figures 6.12, 6.13, 6.14 and 6.15. It can be

seen from these contours that the cases with smaller fin displacement have fins

close to each other and this configuration cause heat to be trapped around the
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Figure 6.11: Graphical representation of fin lengths for different geometry
aspect ratio, fin displacement (a) fd = 5mm (b) fd = 10mm (c) fd = 15mm

(d) fd = 20mm.

fins, resulting in slower natural convection and slow melting of PCM. The cases

where fin displacements is large, fins are uniformly distributed along the heated

walls and result in much better heat transfer, higher rate of natural convection

and faster melting.

Another observation based on the geometry aspect ratio of the rectangular LHTES

is that the performance of the thermal energy storage device with higher aspect

ratio (Figure 6.12) is lower than the LHTES device with smaller aspect ratio

(Figure 6.15). The total melting time and energy storage rate for these cases are

shown in Figure 6.16a and 6.16b respectively.

The transient progression of melt-fraction, and stored energy in all of the cases

are shown in Figure 6.17 and Figure 6.19 respectively. The best melting rate in

all configuration groups shown in the figure is obtained for fd = 20mm.
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t = 20 min

t = 30 min

t = 40 min

t = 50 min

Liquid Fraction Temperature

Figure 6.12: Contours of PCM melt fraction and temperature for different
fin displacements at Ar = 1.5.

In cases Ar = [15, 1.25, 1.0], during the initial conduction phase at the start of the

melting process the melting rate is similar for fin displacements fd = [10, 15, 20].

After PCM melts and natural convection gradually strengthens, the melting rate

starts to vary and after about 60% liquid fraction, the configuration with fd = 20

starts to dominate and melting rate increases due to better heat transfer of the

strong convection.

In other configurations, melting is slower than the reference case. Even for Ar =

0.5 container geometry aspect ratio, the configuration with smaller fin displace-

ment (fd) performed worse than the reference case. As was observed from contour

plots, due to concentrated heat pockets around the fins, weak natural convection
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t = 20 min

t = 30 min

t = 40 min

t = 50 min

Liquid Fraction Temperature

Figure 6.13: Contours of PCM melt fraction and temperature for different
fin displacements at Ar = 1.25.

builds up and heat transfer is slow for this configuration and the LHTES devices

performed poorly.

The other fin displacements fd = [10, 15, 20], all performed better with higher

melting rate from the start of the melting process compared to the reference case.

More detailed analysis of the performance of different LHTES designs is obtained

with the help of enhancement ratio of melting and energy storage compared to the

reference case. These melting enhancement ratio Emr, and energy enhancement
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t = 20 min

t = 30 min

t = 40 min

t = 50 min

Liquid Fraction Temperature

Figure 6.14: Contours of PCM melt fraction and temperature for different
fin displacements at Ar = 1.0.

ratio Eer are shown in Figure 6.18 and 6.20 respectively. The same conclusion is

drawn from the enhancement ratio plots as well.

The analysis of the results reveals that the thermal performance of the LHTES

device in various configurations is predominantly influenced by two factors: the
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t = 20 min

t = 30 min

t = 40 min

t = 50 min

Liquid Fraction Temperature

Figure 6.15: Contours of PCM melt fraction and temperature for different
fin displacements at Ar = 0.5.
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Figure 6.16: Performance of LHTES device for Taguchi experiments (a) Total
melting time, (b) Total energy storage rate.

container aspect ratio Ar and the fin displacement on the heated wall fd. On the

other hand, the effect of fin thickness ft on the thermal performance is found to

be relatively less significant.

The container aspect ratio Ar refers to the ratio of the length to the width of

the container housing the LHTES system. The results indicate that variations

in the container aspect ratio have a substantial impact on the thermal perfor-

mance. Changes in this parameter can significantly influence the heat transfer

characteristics and overall performance of the LHTES device.
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Figure 6.17: Transient progress of melting fraction (a) Ar = 1.5, (b) Ar =
1.25, (c) Ar = 1.0, (d) Ar = 0.5.
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Figure 6.18: Melting enhancement ratio (a) Ar = 1.5, (b) Ar = 1.25, (c)
Ar = 1.0, (d) Ar = 0.5.
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Figure 6.19: Transient progress of stored energy (a) Ar = 1.5, (b) Ar = 1.25,
(c) Ar = 1.0, (d) Ar = 0.5.
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Figure 6.20: Energy storage enhancement ratio (a) Ar = 1.5, (b) Ar = 1.25,
(c) Ar = 1.0, (d) Ar = 0.5.

Similarly, the fin displacement on the heated wall fd, which refers to the spacing

between the fins on the heated wall of the LHTES system, is identified as another

critical parameter affecting the thermal performance.
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The results suggest that adjusting the fin displacement can have a notable influence

on the heat transfer process and, consequently, the device’s overall performance.

On the other hand, the effect of fin thickness ft on the thermal performance is

deemed relatively less significant. Although variations in fin thickness can affect

heat transfer to some extent, the results indicate that it is not as influential as the

container aspect ratio and fin displacement.

These findings highlight the importance of considering the container aspect ratio

and fin displacement when optimizing the thermal performance of LHTES devices.

Engineers and researchers can prioritize these parameters in the design process to

achieve improved heat transfer efficiency and overall system performance. While

fin thickness should not be disregarded entirely, its impact may be comparatively

smaller.

In summary, the analysis of the results indicates that the thermal performance

of LHTES devices is primarily influenced by the container aspect ratio and fin

displacement, while the effect of fin thickness is relatively less significant.

This insight can guide further optimization efforts and help prioritize design pa-

rameters to enhance the efficiency and performance of LHTES systems.

6.5 Melting Performance Analysis of the Opti-

mal Configuration

In this section, melting and thermal performance of the optimal design is studied

and compared with the reference and default cases. The reference and default

cases were selected from the previous chapter where mathematical functions were

used for fin length distribution from top to bottom. The case where fin length

were constant and the exponential function based configuration was taken as the

default case in this section for comparison with the optimal design configuration.

Table 6.12 lists design parameters and fin lengths for all these cases.
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Table 6.12: Design parameters and corresponding fin lengths.

Configuration
Parameters Fin length

fd Ar ft f1 f3 f5 f7 f9 f11

Reference 20 1.25 1.25 40 40 40 40 40 40
Default 20 1.25 1.25 35.47 36.80 38.37 40.30 42.78 46.27
Optimal 20 0.50 1.25 38.52 38.87 39.30 39.88 40.77 42.66

(a)

(b)

(c)

t = 20 min t = 30 min t = 40 min t = 50 min

Liquid Fraction Temperature

Figure 6.21: Contours of PCM melt fraction and temperature for (a) refer-
ence, (b) default, and (c) optimal cases.

The contours of melting fraction and temperature for the reference, default, and

optimal design cases are shown in Figure 6.21. It can be seen from these con-

tours that the melting is faster in both default (exponential) and optimal design
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configurations. The optimal configuration has large fin displacements and fins are

uniformly distributed along the heated walls and result in much better heat trans-

fer, higher rate of natural convection and faster melting. The total melting time

and energy storage rate for these cases are shown in Figure 6.22.
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Figure 6.22: Performance of optimal LHTES configuration (a) Total melting
time, (b) Total energy storage rate

The transient progression of melt-fraction and stored energy in all cases is visu-

alized in Figure 6.23a and Figure 6.23b, respectively. These figures provide an

overview of the time-dependent behavior of the melt-fraction and stored energy

for different configurations.

To further analyze the performance of the optimal design, enhancement ratios for

melting and energy storage are employed, comparing them to a reference case. The

melting enhancement ratio Emr and energy enhancement ratio Eer are illustrated

in Figure 6.24a and Figure 6.24b, respectively.

By examining Figure 6.23a, it can be observed that the optimal configuration sig-

nificantly improves conduction, as the fins are uniformly distributed and cover a

substantial portion of the phase change material (PCM). This improved conduc-

tion facilitates more efficient heat transfer within the system.

The implementation of an intelligent fin arrangement based on the exponential

function has proven effective in enhancing convection heat transfer, resulting in im-

proved melting performance. The optimized configuration demonstrates a higher

melt-fraction compared to the reference case, indicating the superior heat transfer
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characteristics achieved through the intelligent fin arrangement. The exponential

function provides a tailored distribution of fins, maximizing the convective heat

transfer surface area and facilitating efficient heat transfer from the surrounding

environment to the PCM. This enhanced heat transfer contributes to a faster and

more complete melting process, highlighting the potential of intelligent fin arrange-

ments as a means to optimize thermal energy storage systems and increase their

overall performance.
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Figure 6.23: Transient progress of (a) melting fraction and (b) energy storage.

The findings presented in Figure 6.23b support the notion that the optimal con-

figuration, enabled by the intelligent fin arrangement, achieves the highest energy

storage rate. This outcome is attributed to the improved heat transfer character-

istics facilitated by the optimized fin configuration. The enhanced convective heat

transfer from the surrounding environment to the PCM enables a more efficient

and rapid energy storage process. As a result, the optimal configuration offers

the advantage of a higher energy storage rate, making it a favorable choice for

applications that require quick and effective thermal energy storage. These results

highlight the significance of intelligent fin arrangements in enhancing energy stor-

age performance and optimizing the overall efficiency of thermal energy storage

systems.

The melting enhancement ratio Emr in Figure 6.24a and the energy enhance-

ment ratio Eer in Figure 6.24b further emphasize the improved performance of the
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optimal design compared to the reference case. These enhancement ratios quan-

titatively highlight the superiority of the optimal configuration in terms of both

melting and energy storage.

In summary, the transient progression of melt-fraction and stored energy, as well

as the enhancement ratios, provide a comprehensive understanding of the perfor-

mance of the optimal design. The optimized fin arrangement improves conduction

and convection heat transfer, resulting in enhanced melting performance and en-

ergy storage rates. The overall performance of the optimal configuration surpasses

that of the reference case, highlighting the effectiveness of the design improvements

achieved through the Taguchi method and subsequent analysis.
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Figure 6.24: (a) Melting and (b) Energy enhancement ratio comparison of
optimal configuration.

6.6 Regression Analysis using Machine Learning

Techniques

Recently Machine Learning (ML) based methods have gained wide adoption in a

variety of fields, including flow dynamics, electronics, defense, medicine, banking,

telecommunications, and transportation. Machine learning provides a multitude

of methods for deriving knowledge from data that may be applied to the fluid

dynamics at play. Melting time and thermal performance prediction through ge-

ometric optimization of PCM based LHTES systems. Additionally, ML systems
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can automate operations linked to flow control and optimization and supplement

domain expertise [161, 162].

Recently a successful implementation of the ML model for thermal performance

prediction of PCM integrated roof building was implemented by Bhamare et al

[163]. The five machine learning models employed in their work were Catboost,

Gradient Boosting, Extreme Gradient Boosting, Random Forest Regression, and

Extra Trees Regression. The results showed that, when compared to other machine

learning models, gradient boosting regression had the best performance.

In recent studies machine learning has been used to study the melting and heat

transfer process of PCM [164, 165]. In the last part of this study different machine

learning and methods were applied to obtain improved regression model and results

were compared to previously performed investigation using Taguchi method.

6.6.1 Machine Learning Linear Regression Method

Figure 6.25: Basic machine learning model.

The simplest ML method was intended for regression in which the target value was

expected to be a linear combination of the input parameters [166]. The model as

illustrated in Figure 6.26, can be mathematically represented as shown in Equation

(6.7). The ML algorithm fits a linear model as shown in Figure 6.26, by finding
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coefficients w = (ω1, · · · , ωn) in such a way that the residual sum of squares

between the target and prediction are minimized. The cost function J that the

ML technique minimizes can be represented as shown in Equation (6.8)

Figure 6.26: Linear regression.

ξ(ω, x) = ω0 + ω1ζ1 + · · ·+ ωnζn (6.7)

J = ||ξ(ω, ζ)− ξt||2 (6.8)

Where ξ(ω, ζ) is the expected value and ξt is the target value of the output. The

experimental data gathered from the Taguchi DoE was used in the implementation

of ML linear regressions. Fin displacement fd, fin thickness ft, geometry aspect

ratio Ar, and liquid fraction γ were used as features and complete melting time of

the PCM in LHTES was the desired output.

The training data set was obtained from all the simulation runs and each record

in the set comprised of data recorded during each time step of the simulation.

There were a total of 6788 records in the data set used in the training of machine

learning model.
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A selected subset of the data used in in ML linear regressions analysis is listed in

Table 6.13. The table only shows record for γ = 1.0 liquid fraction. Complete

data set contains all records of melting time (mt) for intermediate liquid fraction

(γ) values.

Table 6.13: Training data for ML linear regression.

Features Output

fd Ar ft γ mt

5 0.5 1.2 1.0 4725.00
5 1 1.25 1.0 5512.50
5 1.25 1.5 1.0 7143.75
5 1.5 2 1.0 8231.25
...

...
...

...
...

10 0.5 1.25 1.0 3156.25
10 1 1.2 1.0 4312.50
10 1.25 2 1.0 6506.25
10 1.5 1.5 1.0 7050.00
...

...
...

...
...

15 0.5 1.5 1.0 2968.75
15 1 2 1.0 5887.50
15 1.25 1.2 1.0 5062.50
15 1.5 1.25 1.0 5662.50
...

...
...

...
...

20 0.5 2 1.0 3281.25
20 1 1.5 1.0 4725.00
20 1.25 1.25 1.0 5037.50
20 1.5 1.2 1.0 5625.00

MATLAB R2019b was used to implement additional machine learning regression

models [167, 168]. MATLAB has support for about 20 types of regression models

that can be trained. These models are grouped into five different categories - Linear

regression [169], Regression trees [170], Support vector machines [171], Ensembles

of Trees [172], and Gaussian process regressions [173] as listed in Table 6.14.

6.6.2 ML Model Performance Analysis

After training the models in Regression learner, these were assessed based on the

overall score of each model. The score estimated the performance of the trained
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Table 6.14: MATLAB Regression learner models and training results.

Category Model R2 RMSE MSE MAE

Linear Regression
Models

Linear 0.87 662.79 439290 529.23
Interactions Linear 0.92 524.34 274940 427.03
Robust Linear 0.87 667.72 445850 515.85
Stepwise Linear 0.92 524.51 275110 426.95

Regression Trees Fine Tree 1.00 42.78 1830.2 35.597
Medium Tree 1.00 81.704 6675.5 66.181
Coarse Tree 0.99 209.84 44032 162.94

Support Vector
Machines

Linear SVM 0.86 681.55 464520 506.19
Quadratic SVM 0.97 309.99 96091 240.65
Cubic SVM 0.896 354.1 125390 279.18
Fine Gaussian SVM 0.99 165.36 27345 152.92
Medium Gaussian SVM 0.99 153.14 23452 130.48
Coarse Gaussian SVM 0.97 310.36 96321 234.23
Optimizable SVM

Ensembles of Trees
Boosted Tree 0.98 258.02 66573 201.1
Bagged Tree 1.00 97.237 9454.9 62.968

Gaussian Process
Regressions

Rational Quadratic 1.0 11.19 125.21 5.2733
Squared Exponential 1.00 12.443 154.84 6.6285
Matern 5/2 1.00 9.8457 96.938 4.0343
Exponential 1.00 3.4008 11.566 0.86883
Optimizable GPR

model. The score used to choose the best model is Root Mean Square Error

(RMSE) on the validation set. Additional statistics used for the comparison of

the performance of models are listed in Table 6.15.

Table 6.15: Regression learner models statistics.

Statistic Description Test

RMSE Root mean square error Smaller is better.
R2 Coefficient of determination. 0 > R2 > 1.0 Check values close to 1.
MSE Mean square error. MSE = RMSE2 Smaller is better.
MEA Mean absolute error. Smaller is better.

The values of these statistics for each model are also listed in Table 6.14. The best

performing model from the performance comparison was found to be Exponential

GPR.

Following the training of regression models, a comparison was conducted based

on various model statistics to evaluate their performance. The results were visu-

alized using response plots, where the actual responses were plotted against the
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predicted responses. Additionally, the models were assessed using residual plots

to gain insights into the distribution and patterns of the residuals. To determine

Table 6.16: Prediction results and errors for different ML models with fd=20
and γ = 1.0

Ar 0.5 1.25 1.25 0.5 0.5 Avg Error
ft 1.25 2.0 1.25 1.5 1.2

Numerical 2756.25 5900 5037.5 2868.75 2787.5
Fine Tree 3218.7 6443.7 5003.7 3218.7 3218.7

(17%) (9%) (1%) (12%) (15%) (10.8%)
Exponential GPR 2901.9 5225.7 5005.3 2838.1 2929.0

(5.%) (11%) (1%) (1%) (5%) (4.6%)
Medium Gaussian SVM 2581.2 5532.7 4666.5 2548.5 2614.9

(6%) (6%) (7%) (11%) (6%) (7.2%)
Interactions Linear 1765.2 4611.9 3608.3 2042.8 1709.7

(36%) (22%) (28%) (29%) (39%) (30.8%)

the best model among the trained regression models, model performance scores

were calculated using the RMSE on the validation set. The RMSE provides an

estimation of the performance of the trained models on new, unseen data. The

model with the lowest RMSE score was selected as the best-performing model.

Table 6.14 presents the different machine learning models utilized for the regres-

sion analysis, along with their respective performance metrics. These metrics

include the RMSE score, which serves as an indicator of the overall accuracy and

predictive power of the models.

The evaluation process involved assessing the statistical measures of the models,

examining the response plots to compare actual and predicted responses, and

analyzing the residual plots to understand the quality of the models’ predictions.

In summary, the regression models were compared and evaluated based on model

statistics, response plots, and residual plots. The performance of the models was

quantified using the RMSE score, and the model with the lowest RMSE was

identified as the best-performing model. The results and metrics for each model

are summarized in Table 6.14, providing valuable insights into the performance

and accuracy of the regression models.
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The best performing model in each category was used to predict the melting time

using additional data that was not part of the training set. The results are listed

in Table 6.16 and the corresponding errors of the prediction and average error

for all validation data are listed in Table 6.17. These results also indicate that

exponential GPR is predicted quite close to the actual values.

Table 6.17: Prediction results obtained for different ML models.

Features Numerical Prediction Error

fd Ar ft γ F-Tree Exp-GPR Med-SVM Int-Lin

20 0.5 1.25 1 2756.25 17% 5% 6% 36%
20 1.25 2 1 5900 9% 11% 6% 22%
20 1.25 1.25 1 5037.5 1% 1% 7% 28%
20 0.5 1.5 1 2868.75 12% 1% 11% 29%
20 0.5 1.25 1 2787.5 15% 5% 6% 39%

Average error 11% 5% 7% 31%

6.6.3 ML Model Analysis using Performance Plots

The comparison of predicted, actual and residual plots manifest the model perfor-

mance by making predictions for different response values. The predicted response

of the models are plotted against the actual, true response. The actual response

was the melting time obtained by the simulations that were carried out to collect

all the data. 25% was not provided to the regression learner and it was used to

predict melting times for this 25% data.

A perfect regression model has a predicted response equal to the true response,

so all the points lie on a diagonal line. The vertical distance from the line to any

point is the error of the prediction for that point. A good model has small errors,

and so the predictions are scattered roughly symmetrically around the diagonal

line.

The residuals plot displays the difference between the predicted and true responses.

Usually a good model has residuals scattered roughly symmetrically around 0.

Following types of patterns in the residuals plot indicate that the model can be

improved with advanced tweaking of ML algorithm hyper parameters:
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� Residuals are not symmetrically distributed around 0.

� Residuals change significantly in size from left to right in the plot.

(a)

(b)

(c)

(d)

Figure 6.27: Performance plots showing residuals and predicted vs. actual
values for (a) Interactions linear, (b) Fine tree, (c) Fine Guassian SVM, and (d)

Exponential GPR machine learning regressions models.
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� Outliers occur, that is, residuals that are much larger than the rest of the

residuals.

� Clear, nonlinear pattern appears in the residuals.

Predicted vs. actual, and residual plots for the best performing model in each

category are shown in Figure 6.27. It can be concluded from the figure that

Exponential Gaussian Process Regression (GPR) is the best model. The plot

of predicted values vs. experimental response for this model is almost linear.

Similarly, the residuals plot is symmetrically scattered around the zero line. The

average error for this model was 5% whereas the maximum error obtained in case

of exponential GPR model was about 11%. The mathematical formulation of

exponential GPR model is described in Appendix B.

6.6.4 ML Model Parameters

Table 6.18 lists parameters used for the training of the model.

Table 6.18: Parameters for machine learning regression analysis.

Parameters Specification

Network Model Exponential Gaussian process regression
Data observations 6788
No. of Predictors 4
Predictors fd, Ar, ft, γ
Response variable Melting time (mt)
Validation 5-folds Cross-validation

Cross-validation protects against overfitting by partitioning data set into folds

and estimating accuracy on each fold. Moreover, the training data set was also

divided into two parts - training set and test set. 75% of the data set was used for

training the ML model while remaining 25% was used for validation and tuning of

the trained model. The performance statistics obtained for the Exponential GPR

trained model are listed in Table 6.19:
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Table 6.19: Exponential GPR performance statistics.

Statistic Value

RMSE 3.4008
R2 1.00
MSE 11.566
MAE 0.86883
Prediction speed 5100 obs/s
Training time 323.74 sec

6.6.5 Prediction of Melting Time using Trained Model

The selected model was employed to predict the melting time of various LHTES

configurations. These predictions encompass a range of configurations, including

some that were used during the model’s training, as well as others that were not

included in the training process. The comprehensive list of these predictions is

presented in Table 6.20.

By leveraging the trained model, these predictions offer valuable insights into the

expected melting times for different LHTES configurations. The model’s ability to

make accurate predictions for both trained and unseen configurations demonstrates

its capability to generalize and extrapolate beyond the training data. This provides

confidence in the model’s potential for reliable melting time estimations for various

LHTES designs. These predicted melting times serve as a valuable resource for

engineers and researchers involved in LHTES system design and optimization.

They facilitate informed decision-making, enabling the selection of configurations

that meet specific performance requirements or achieve desired thermal energy

storage goals. Furthermore, these predictions can expedite the design process by

reducing the need for extensive experimental testing, saving time and resources.

Among the listed predictions in Table 6.20, the highlighted rows indicate design

configurations that were not included in the training phase of the ML model.

These configurations were new to the model, allowing for an assessment of its

generalization capability.
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Table 6.20: Prediction results using exponential GPR machine learning model
for γ = 0.90.

fd Ar ft Melting time Error
Numerical ML Prediction

10 1.5 1.5 4725.00 4718.85 0.13%
5 1 1.25 4012.50 4016.95 0.11%
15 1.5 1.25 3587.50 3581.65 0.16%
20 0.5 1.2 1550.50 1667.28 7.55%
5 0.5 1.2 3687.50 3685.40 0.06%
20 0.5 2 1962.50 1964.52 0.10%
20 1 1.5 2925.00 2919.18 0.20%
5 1.25 1.5 4893.75 4894.74 0.02%
15 1.25 1.2 3156.25 3153.65 0.08%
10 1.25 2 4350.00 4347.03 0.07%
5 1.5 2 5787.50 5790.25 0.05%
15 1 2 3850.00 3856.03 0.16%
20 1.25 1.25 3081.25 3079.27 0.06%
20 0.5 1.25 1556.25 1645.80 5.72%
10 0.5 1.25 2487.50 2488.35 0.03%
15 0.5 1.5 1775.00 1773.70 0.07%
20 1.25 2 3793.75 4067.00 7.20%
10 1 1.2 2831.25 2829.99 0.04%
20 1.5 1.2 3425.00 3425.02 0.00%
20 0.5 1.5 1593.75 1621.38 1.73%

An analysis of the predicted complete melting times compared to the corresponding

numerical results reveals promising accuracy. The average error in the prediction

of the melting time is reported to be 1.16%, indicating a close agreement between

the model’s predictions and the numerical data. Additionally, the maximum error

observed is less than 10%, further affirming the model’s reliability in estimating

melting times for unseen design configurations.

These results suggest that the ML model has effectively learned the underlying

patterns and relationships within the training data, allowing it to make accurate

predictions for new LHTES configurations. The low average and maximum errors

reflect the model’s ability to generalize and provide reliable estimations of the

complete melting time.

The performance of the ML model in accurately predicting melting times offers
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significant advantages, including time and cost savings, as it reduces the reliance on

extensive numerical simulations or experimental testing. Engineers and researchers

can utilize the model as a valuable tool for efficient and reliable estimation of

melting times for a wide range of LHTES designs, even those that were not part of

the training dataset. The model trained in the current study used temporal data
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Figure 6.28: Predicted and numerical results for configurations (a) [fd =
20, Ar = 0.5, ft = 1.25] and (b) [fd = 20, Ar = 0.5, ft = 1.2].

from the start of the melting (γ = 0) until the complete melting (γ = 1.0). The

performance of the model for liquid fraction prediction other than the complete

melting is shown in Figure 6.28. From the table and figures, it can be concluded

that machine learning models can be used for predicting thermal performance of

latent heat thermal energy storage device to an acceptable accuracy.

6.7 Conclusion

In this chapter LHTES design parameters were optimized initially performing

Taguchi analysis for melting time and energy storage of LHTES. The L16 DoE

matrix was generated by Taguchi method and simulations were conducted for each

combination in the DoE table row.

Optimal parameters were identified by generating main effects plot for S/N ra-

tios and means. The optimal configuration with Ar = 0.5, fd = 20mm, and
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ft = 1.2mm parameter values was determined. The PCM total melting time of

28.3min and an average energy rate of 120W was found for this design.

The results provide specific information on the design parameters that resulted in

the optimal performance of the LHTES device. The identified optimal configu-

ration with specific parameter values can be used as a basis for the design and

production of LHTES devices for various applications. This information is critical

for engineers and manufacturers who aim to develop LHTES devices with optimal

performance, as it provides a specific set of parameters to target and optimize. In

the case of reference configuration with 6 fins on heated walls, the PCM melted

completely in 100.83min with a charging rate of 54.6W . Hence, it can be said

that the optimal configuration of the LHTES system has a fast charging rate of

PCM based thermal energy storage bank. The fast charging rate and reduced full

charging time make it an efficient device.

Based on these results a linear regression model is obtained. The average error

of the linear regression model of the Taguchi method was about 13%. To im-

prove the model that could predict better results, machine learning and artificial

intelligence techniques were used. Various regression models were analyses and

their performance was compared with the experimental results. The best machine

learning regression model obtained was Exponential Gaussian Process Regression.

This model resulted in average error of 5%.

The importance of using optimization techniques such as the Taguchi method and

machine learning methods for the design and optimization of LHTES devices, is

that they can provide specific parameter values that result in optimal performance

and can help to improve the efficiency and effectiveness of energy storage systems.

The optimization process and parameters used for the method have been thor-

oughly explained. Moreover, the results are validated by comparing with the

simulated results. This ensures that the results are reliable.



Chapter 7

Conclusion and Future Work

In this study different parameters for the design of a rectangular Phase Change

Material (PCM) based thermal energy storage device were investigated to obtain

parameters values that would optimize the thermal performance of the energy

storage device. Initially a reference experimental setup was prepared and multiple

experiments of PCM melting were conducted. Stearic acid was used as PCM and

differential scanning calorimetry was used to obtain solidus temperature, liquidus

temperature, and enthalpy of fusion. Side walls were isothermal that supplied

353K uniform temperature to transfer heat into PCM and connected fins. During

these experiments, temperature, liquid fraction, and melt fraction interface were

recorded as PCM underwent phase transition from solid to liquid. The parametric

variation in the design of Latent Heat Thermal Energy Storage (LHTES) device

was studied numerically using a CFD software. First of all a numerical 2D design

was developed that replicated the experimental setup. The CFD software settings

were configured such that the results of the numerical simulations matched with

the experimental results. After validation of numerical models following design

parameters were studied:

� Container geometry aspect ratio

� Fin length

� Fin thickness

194
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� Fin shape

� Fin angles

� Fin displacement

� Fin distribution

The metrics used for performance analysis in these experiments were melting time,

time saving, enhancement ratio of melting rate and energy storage rate, and the

rate of heat transfer into the PCM. All these metrics were compared with the

reference cases to identify the behavior of different design parameters on the per-

formance of LHTES.

Initially, various design parameters of fins, including angles (A), shapes (S), and

lengths (L), were investigated while maintaining a constant volume of PCM.

The base case consisted of six horizontal fins, three on each of the heated walls.

Configuration-A, which involved variations in fin angles, resulted in a significant

increase in the melting time of PCM by 16% and a reduction in the average energy

storage rate by 14.2%.The hybrid fin configuration-S, which combined straight and

angled fins, demonstrated noticeable improvements in the thermal performance of

the LHTES device. The melting rate increased by 18%, and the average energy

storage rate improved by 19.8%. Configuration-L, which involved combinations of

straight fins with different lengths and thicknesses while maintaining a constant

PCM volume, proved to be the most effective. The optimum case of configuration-

L exhibited a 39.5% enhancement in the melting performance of the gls*lhtes and

a 65.07% increase in the average energy storage rate.

Later fin length and intelligent length distribution for top and bottom halves

were selected after first set of simulation experiments. In the second phase of

numerical studies fin lengths were calculated using different length distribution

functions x = g(y). Moreover, the impact of fin thickness and container geometry

aspect ratio were also analyzed in this phase. The design variables selected for

optimization purpose at the end the numerical studies were fin displacement (fd),

fin thickness (ft), and geometry aspect ratio (Ar).
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The lengths of the fins were arranged using linear, quadratic, cubic, and exponen-

tial distribution functions, with decreasing slopes along the heated walls. Subse-

quently, the impact of geometry aspect ratios of the enclosure on the performance

of the LHTES (Latent Heat Thermal Energy Storage) system was investigated.

Simulations were conducted using the enthalpy-porosity model, and the numeri-

cal results were validated against experimental data. Compared to the reference

case, the linear and quadratic fin configurations demonstrated improvements in

the melting times of the PCM by 31.7% and 24.3% respectively. Moreover, these

configurations also exhibited enhanced average energy storage rates, with improve-

ments of 46% and 31.4% respectively when compared to the reference case.

In the last phase of the study Taguchi method was used to develop design of

experiments matrix employing three design variables as factors with four levels

for each factors. The optimal parameters were then used to develop a regression

correlation. The regression was further improved by machine learning regression

models. Gaussian process regression (GPR) model was selected with best results

and average error of 5%.

Statistical and machine learning methods are used to identify the optimal configu-

ration. In order to find optimal parameters that improve the thermal performance

of the energy storage device, the design parameters for a thermal energy stor-

age device were examined numerically. The design variables selected at the end

of the studies were used to evaluate optimal values using Taguchi Method and

later improved the prediction model by applying machine learning techniques.

Exponential Gaussian Process Regression is found to predict the performance of

LHTES device designed based on the base configuration and defined parameters.

The key points drawn from this study are described below.

1. It was found that some fin configurations could also negatively impact the

melting performance of PCM. This was observed in case of orientation of

fins in configurations A1, A2, A3. The performance of these configurations

was worse than the reference case.
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2. Experimental measurements including the photographs of solid-liquid inter-

face and temperatures can be employed to verify numerical approaches for

PCM melting. The experimental results were helpful in establishing the va-

lidity of numerical simulations as the simulations results matched reasonably

with the experimental results.

3. It was observed that during the melting process of the design with function

based fin length distributions, the case where fin lengths were calculated

using cubic function was found to be worst. The exponential function based

fin length distribution was the best performing case. The cubic configuration

represented the case where the top and bottom fins created an inflection point

in the middle of the chamber. It was observed that in this case heat was

trapped and both convection and conduction were slow, resulting in longer

melting time

4. The impact of aspect geometry aspect ratio was inversely proportional to the

total melting time of PCM in LHTES device. The lower ratio decreased

the distance between the heated walls and resulted in improving the overall

performance of the PCM melting time.

5. With a given container geometry aspect ratio, and exponential based fin

length distribution, the effect of fin thickness was also found to be inversely

proportional to the thermal performance of the thermal energy storage de-

vice. The PCM volume was constant throughout the research. The larger

thickness required shorter length for fins to keep the PCM volume fixed. The

longer fins improve performance of the LHTES device.

Following objectives have been achieved in the research. Design parameter for

LHTES system were identified. Mathematical functions based fin length profiles

utilized that helped investigate the impact of these variations on the thermal

performance of energy storage unit. throughout the course of the study dual

walled heated rectangular LHTES system with fins was studied. Optimization the

primary design parameters of LHTES system and a machine learning model for the

melting performance prediction of different LHTES design units was developed.
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7.1 Research Contributions

The core contributions of this dissertation are as follows:

� The influence of different designs of the fins on the performance enhancement

of a double-wall-heated rectangular latent heat thermal energy storage unit

is studied numerically. The study included variation in fin angles, shapes,

and lengths while maintaining constant PCM volume.

� A novel fin distribution tool based on mathematical functions (linear, quadratic,

cubic, and exponential) is developed while keeping the volume of PCM and

total fin area constant. The melting and energy storage performance en-

hancements of each of the fin distribution configuration is investigated in

detail and optimal function is identified.

� The LHTES system is optimized by considering aspect ratio of the container,

location of fins along the wall, and optimal mathematical fin distribution

function. Taguchi optimization method is used with four level variation of

each of the design parameter, forming an L16 orthogonal array. A regression

model is also developed by employing machine learning methods to predict

the transient behavior of melting progression of PCM for a different design

configuration based on parameters considered in this study.

7.2 Future Recommendations

The design of LHTES is a complex problem as many variables influence the

performance of thermal energy storage in PCM. In the current study, some of the

most important design parameters were studied in detail and a design of LHTES

based on significant improvements in melting and energy storage performance was

proposed. However, in the future, the performance of the LHTES may further be

improved by exploring the following design prospects.
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1. The performance of LHTES is highly dependent on fins designs. Therefore,

different fin shapes such as perforated or textured fins, fins enhanced with

dimples, triangular fins, convex fins, concave fins, and branched fins may be

investigated.

2. The orientation and size of the heated surface affect the natural convection

in the PCM and thus alter the thermal behavior of the PCM. Therefore,

different orientations and shapes of the enclosure can also be studied.

3. The deep learning techniques could provide quick estimations of the melting

time, energy storage performance, and the limitations of a particular design

of LHTES.
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Appendix A

Code Scripts used for Image

Processing

A.1 Contour Mirroring

The following MATLAB code processes liquid fraction and temperature contour

images. It combines each frame of liquid fraction and temperature into a single

image with one half showing liquid fraction and solid-liquid interface, while the

second half showing temperature distribution.

% %%%%%%%%%%%%%%%%%%%%%%%%% ,

% The following routine mirrors the image frames

% left half is LF and right half is temp

% %%%%%%%%%%%%%%%%%%%%%%%%%%

%% Initialize

clear

%% Define images

%home = "G:\My Drive\Edu\PHD\thesis -cust\ME\Chapters\chapter7\images\snaps \";

cropList = struct(’exp1’ ,[308 ,27 ,142 ,564] ,...

’exp2’ ,[223 ,27 ,282 ,564] ,...

’exp3’ ,[228 ,25 ,323 ,516] ,...

’exp4’ ,[191 ,25 ,388 ,516] ,...

’exp5’ ,[308 ,27 ,142 ,564] ,...

’exp6’ ,[223 ,27 ,282 ,564] ,...
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’exp7’ ,[228 ,25 ,323 ,516] ,...

’exp8’ ,[191 ,25 ,388 ,516] ,...

’exp9’ ,[345 ,25 ,130 ,516] ,...

’exp10’ ,[266 ,25 ,259 ,516] ,...

’exp11’ ,[228 ,25 ,323 ,516] ,...

’exp12’ ,[191 ,25 ,388 ,516] ,...

’exp13’ ,[345 ,25 ,130 ,516] ,...

’exp14’ ,[223 ,27 ,282 ,564] ,...

’exp15’ ,[181 ,27 ,353 ,564] ,...

’exp16’ ,[191 ,25 ,388 ,516] ,...

’ref’ ,[130 ,32 ,314 ,502] ,...

’def’ ,[130 ,42 ,313 ,501] ,...

’mint’ ,[345 ,25 ,130 ,516]);

base = "refdef ";

ptrn_lf = base +"\"+"ref -L-*.png";

%crop = patterns{config ,4};

% get file list

imlist_lf = dir(ptrn_lf );

count = size(imlist_lf ,1);

for i = 1:count

imgname = imlist_lf(i).name;

fprintf(’Processing %s...\n’, imgname );

idx = extractBefore(imgname , "-");

image_lf = strcat(imlist_lf(i).folder ,"\", imlist_lf(i).name);

image_tmp = strcat(imlist_lf(i).folder ,"\", strrep(imlist_lf(i).name , "-L-", "-T-"));

% image_vel = strcat(imlist_lf (i). folder ,"\" , strrep(imlist_lf (i).name , "-L-", "-V -"));

im_lf = imread(image_lf );

im_tmp = imread(image_tmp );

%im_vel = imread( image_vel );

crop = cropList .(idx);

%im_lf = flip(imcrop(im_lf , crop), 2);

im_lf = imcrop(im_lf , crop);

%im_tmp = imcrop(im_tmp , crop );

im_tmp = flip(imcrop(im_tmp , crop), 2);

%im_vel = imcrop(im_vel , crop );

imsize = size(im_tmp );

width = imsize (2);

height = imsize (1);

%im_out = imtile ({im_lf , im_tmp });

im_out = cat(2, im_lf , im_tmp );

%im_out = cat(2, im_lf , im_tmp , im_vel );
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im_out = insertShape(im_out , ’rectangle ’, [2 1 width -1 height -2; width+1 1 width -2 height -2],’LineWidth ’, 2, ’Color’, ’black ’);

%im_out = imresize(im_out , [240 320]);

[p, f, x] = fileparts(image_lf );

%f = replace(f, "scene", "scn ");

imwrite(im_out , fullfile (".\", strrep(f, "-L-", "-X-")+x), ’jpg’);

imshow(im_out );

%break;

end

fprintf(’Ready.\n’);

A.2 Clipping and Gray scale Image Processing

The photographs taken during the PCM melting experiments in the LHTES

were processed using a MATLAB script for identifying solid and liquid fractions.

The script cropped the images remove extra view and focus on the LHTES device.

Then the images were converted to gray scale and then black and white for easier

identification of solid and liquid phase-fractions.

% %%%%%%%%%%%%%%%%%%%%%%%%%

% The following routine converts the images to

% grayscale and then binarize.

% The ratio of black and white pixels is also evaluated.

%

% %%%%%%%%%%%%%%%%%%%%%%%%%%

%% Initialize

clear

%% Define images

source = "D:\ Google Drive\Edu\PHD\Experimental Work\First\Cropped\clipped";

dest = "D:\ Google Drive\Edu\PHD\Experimental Work\First\Cropped\clipped";

images = [

"scn130710c.JPG" "scn133100c.JPG" "scn133847c.JPG" "scn135020c.JPG"...

"scn135959c.JPG" "scn141033c.JPG" "scn142019c.JPG" "scn142731c.JPG"

];

imarea = 2000*855;

finarea = 6*740*40;

pcmarea = imarea -finarea;

count = size(images ,2);
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s.wh = zeros(count , 1);

s.bk = zeros(count , 1);

s.lf = zeros(count , 1);

s.total= zeros(count , 1);

for i = 1:count

imgname = images(i);

image1 = source+imgname;

display(’Processing ’+imgname+’ ...’);

im1 = imread(image1 );

res = improcess(im1 , true);

s.wh(i) = sum(res.bw(:));

s.bk(i) = sum(~res.bw (:));

s.total(i) = s.wh(i) + s.bk(i);

s.lf(i) = s.bk(i) / pcmarea;

[p, f, x] = fileparts(image1 );

imwrite(res.bw, fullfile(dest ,f + "_bw"+x), ’jpg’);

imwrite(res.imgray , fullfile(dest ,f + "_gs"+x), ’jpg’);

end

A.3 Prediction Using ML Model

The Gaussian Process Regression model was trained by Matlab. The trained

model was then saved as MATLAB function, ml expgprc.mat, and was used to

make prediction by the following script.

clear

% Gaussian Process Regression

% Exponential GPR

%

load(’ml_expgprc.mat ’)

% prediction

T = table ([20 20 20 20 20]’, ...

[0.5 1.25 1.25 0.5 0.5]’, ...

[1.25 2 1.25 1.5 1.2]’, ...

[1.0 1.0 1.0 1.0 1.0]’, ...

’VariableNames ’, {’fd’,’ar’,’ft’,’lf ’});
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yt = [

2756.25

5900.00

5037.50

2868.75

2787.5

];

yfit = ml_expgprc.predictFcn(T)

A.4 Training Data for Machine Learning

All the data recorded during simulations of Taguchi DoE cases is combined into a

single large file containing features and results using the following python script.

# -*- coding: utf -8 -*-

"""

Created on Sat Dec 11 17:04:00 2021

@author: SShafiq

"""

import glob

import pandas as pd

path = ’’

#’D:/My Drive/Edu/PHD/taguchi/v1 .2/ data/’

files_lf = glob.glob(path + ’*-lf-rfile.out’, recursive=False)

result = pd.DataFrame(columns =[75 ,80 ,85 ,90 ,95 ,100])

i = 0

for f in files_lf:

df = pd.read_csv(f,

header=3,

sep=’ ’,

names=[’step’, ’lf’, ’time’])

ef = f.replace(’-lf-’, ’-energy -’)

en = pd.read_csv(ef,

header=3,

sep=’ ’,

names=[’step’, ’energy ’, ’time’])

ra = []
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for r in range(75, 105, 5):

flt = r/100

sb = df[(df[’lf’] >= flt) & (df[’lf’] < flt +0.01)]

idx = sb.iloc [0][’time’]

es = en[en[’time’]== idx][’energy ’]

ra.append(es.iloc [0])

print(ra)

t = pd.DataFrame ([ra], columns =[75 ,80 ,85 ,90 ,95 ,100])

result = pd.concat ([result , t], ignore_index=True)

print(result)

#sys.exit ()
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Gaussian Process Regression

Model

Gaussian process regression (GPR) models [174, 175] are nonparametric kernel-

based probabilistic models. Consider the training set (xi, yi); i = 1, 2, · · · , n, where

xi ∈ Rd and yi ∈ R, drawn from an unknown distribution. A GPR model addresses

the question of predicting the value of a response variable ynew given the new input

vector xnew, and the training data. A linear regression model is of the form

y = xT β + ϵ,

where ϵ ∼ N(0, σ2). The error variance σ2 and the coefficients β are estimated

from the data. A GPR model explains the response by introducing latent variables,

f(xi), i = 1, 2, · · · , n, from a Gaussian process (GP), and explicit basis functions,

h. The covariance function of the latent variables captures the smoothness of the

response and basis functions project the inputs x into a p-dimensional feature

space.

A GP is a set of random variables, such that any finite number of them have

a joint Gaussian distribution. If f(x), x ∈ Rd is a GP, then given n observations

x1, x2, · · · , xn, the joint distribution of the random variables f(x1), f(x2), · · · , f(xn)

is Gaussian. A GP is defined by its mean function m(x) and covariance function,
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k(x, x′). That is, if f(x), x ∈ Rd is a Gaussian process, then E(f(x)) = m(x) and

Cov[f(x), f(x′)] = E[f(x)−m(x)f(x′)−m(x′)] = k(x, x′).

Now consider the following model.

h(x)Tβ + f(x),

where f(x) ∼ GP (0, k(x, x′)), that is f(x) are from a zero mean GP with covari-

ance function, k(x, x′).h(x) are a set of basis functions that transform the original

feature vector x ∈ Rd into a new feature vector h(x) in Rp. β is a p-by-1 vector of

basis function coefficients. This model represents a GPR model. An instance of

response y can be modeled as

P (yi|f(xi), xi) ∼ N(yi|h(xi)
Tβ + f(xi), σ

2)

Hence, a GPR model is a probabilistic model. There is a latent variable f(xi)

introduced for each observation xi, which makes the GPR model nonparametric.

In vector form, this model is equivalent to

P (y|f,X) ∼ N(y|Hβ + f, σ2I),

where

X =



xT
1

xT
2

...

xT
n


, y =



y1

y2
...

yn


, H =



h(xT
1 )

h(xT
2 )
...

h(xT
n )


, f =



f(x1)

f(x2)
...

f(xn)


The joint distribution of latent variables f(x1), f(x2), · · · , f(xn) in the GPR model

is as follows:

P (f |X) ∼ N(f |0, K(X,X)),

close to a linear regression model, where K(X,X) looks as follows:

K(X,X) =


k(x1, x1) k(x1, x2) · · · k(x1, xn)

k(x1, x1) k(x1, x2) · · · k(x1, xn)
...

...
...

...

k(x1, x1) k(x1, x2) · · · k(x1, xn)


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The covariance function k(x, x′) is usually parameterized by a set of kernel pa-

rameters or hyperparameters, θ. Often k(x, x′) is written as k(x, x′|θ) to explicitly

indicate the dependence on θ.
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